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Abstract

This thesis consists of three publications, a review chapter on the basic concepts
of Stokes flows and two original papers on charged particles sedimenting under
gravity in a Stokes flow.

It has been known from the literature that for certain initial conditions, two
uncharged spherical particles with different densities and radii sedimenting in a
Stokes flow can stay close together even after long periods of time. Uncharged
stationary relative positions have the line of particle centers either aligned with
or at a right angle with the direction of gravity. The bounded relative orbits
consist of periodic orbits and heteroclinics. However, these bounded relative
orbits and stationary relative positions are at best neutrally stable. Also, the
volume of initial conditions in which the relative distance of uncharged particles
stays bounded is small.

In this thesis it is shown that electrostatic interaction changes the qualitative
dynamics of the pair of particles settling under gravity in a viscous fluid. In par-
ticular, two charged particles settling in a Stokes flow may have configurations
which are asymptotically stable to perturbations. Thus Earnshaw’s Theorem,
which states that there is no stable steady configuration of charged particles in
a vacuum, does not generalize to the case of charged particles in a fluid.

A pair of charged particles can have stable stationary relative positions with
a line of particle centers aligned with gravity or inclined. There are no periodic
orbits for pair of charged particles settling under gravity in a Stokes flow. In
addition, there can be multiple stable stationary relative positions. For given
values of the parameters, there can exist two stable stationary relative position
with line of particle centers aligned with gravity. If there exists a stable sta-
tionary relative position with line of particle centers inclined with gravity then
there are two found symmetrically across the line of symmetry.

Stable doublets only form between particles of different densities and differ-
ent radii, but can exist even if the charge is arbitrarily small. In fact, analyzing
the conditions when stable and non-overlapping doublets can exist gives bounds
on particle parameters - ratio of particle densities relative to the fluid density,
ratio of particle radii and the ratio of characteristic electrostatic force to charac-
teristic gravitational force. Phase space diagrams are given describing bounds
of the ratio of Stokes velocities and particle radii. The region consistent with
the existence of a stable stationary relative position is given, as well as regions
in which stability to some but not all perturbations can exist. A diagram is



also provided which shows the maximum distance between the pair of particles
given the ratio of Stokes velocity and ratio of particle radii.

The larger particle is always above the smaller particle at the stable sta-
tionary relative position. For there to exist a stable stationary state, either the
particles must be both denser than the fluid or both less dense than the fluid. If
the particles are denser than the fluid, then the smaller particle must be denser
than the larger one and if they are less dense then the smaller particle must be
less dense than the larger one. When the line of particle centers is inclined with
respect to gravity, the Stokes velocities must be such that the isolated larger
particle would sediment faster than the smaller particle, but when the line of
particle centers is aligned with gravity there are examples where the isolated
larger particle could have greater or lower Stokes velocity than the smaller one.

There are stable stationary relative positions for arbitrarily large separa-
tions between the particles. For large separations, the upper particle must have
a slightly greater Stokes velocity than the lower one. Additionally, the char-
acteristic electrostatic force must be large in comparison to the characteristic
gravitational force. It is also shown that if the particles have both very close
Stokes velocities and very close densities, then the ratio of characteristic forces
consistent with a stable stationary relative position can be very small.

The basin of attraction of the stationary relative position is can have a
horizontal cross section radius large in comparison to the sum of particle radii
and is unbounded above. The set of relative orbits which stay bounded is
separated from the relative orbits which go to infinity by a seperatrix curve. On
this seperatrix there is a saddle point stationary relative position. The distance
between particles when they are at this saddle point is a good measure of the
radius of the cross-section of the basin of attraction of the stable stationary
relative position. The qualitative dynamics are established using the Poincare-
Bendixson theorem.

The existence and large basins of attraction of such stable doublets of charged
sedimenting particles is fundamental. With the broad range of parameters con-
sistent with the existence of stable doublets, these results may be significant for
dilute charged particulate systems in biological, medical and industrial contexts.



Streszczenie

Na niniejszy doktorat skladajg sie: jeden artykul przegladowy na temat
podstawowych poje¢ przeptywow Stokesa i dwie oryginalne publikacje poswiecone
czastkom natadowanym sedymentujacym w przeptywie Stokesa.

Z literatury wiadomo, ze dla pewnych warunkéw poczatkowych dwie
nienatadowane czastki sferyczne o réoznych gestosciach i promieniach opadajqce
grawitacyjnie w przeplywie Stokesa moga pozostawac blisko siebie nawet na dtugich
skalach czasu. Stacjonarne wzgledne potozenia nienatadowanych czastek sa takie, ze
linia prosta laczaca Srodki czastek jest rownolegla lub prostopadla do grawitacji.
Ograniczone wzgledne trajektorie to orbity periodyczne i heterokliniki. Jednakze
zaréwno ograniczone wzgledne trajektorie jak i punkty stacjonarne sa co najwyzej
neutralnie stabilne. Poza tym objeto$¢ zbioru potozen poczatkowych prowadzacych
do ograniczonych wzglednych trajektorii jest niewielka.

W niniejszym doktoracie zostalo pokazane, ze oddziatlywanie elektrostatyczne
jakoSciowo zmienia dynamike pary czastek opadajacych grawitacyjnie w lepkim
plynie. A mianowicie, dwie naladowane czastki opadajace w plynie opisywanym
przyblizeniem Stokesa mogq tworzy¢ konfiguracje asymptotycznie stabilne wzgledem
zaburzen. A zatem dla ukladu czastek w naladowanym plynie nie mozna uog6lnic¢
twierdzenia Earnshawa, ktére orzeka, ze w prézni nie ma stabilnych stacjonarnych
konfiguracji czastek natadowanych.

Para czastek naladowanych moze tworzy¢ stabilng konfiguracje o pionowej
lub nachylonej linii taczacej srodki czastek, natomiast nie moze wykonywa¢ ruchow
periodycznych. W dodatku dla ustalonych wartosci parametréw, mozliwe jest
istnienie wiecej niz jednej stabilnej stacjonarnej konfiguracji wzglednych polozen
czastek. W takim przypadku linie proste taczaca Srodki czastek moga by¢ zaré6wno
wzdhiz kierunku grawitacji jak i wzgledem niego nachylone.

Stabilne pary mogg tworzy¢ tylko takie czastki natadowane, ktére majg rézne
gestosci i promienie, natomiast ich fadunek moze by¢ dowolnie maty. W pracy podane
zostaly ograniczenia na warto$ci parametrow uktadu — stosunku gestosci wzglednych
czastek, stosunku promieni oraz stosunku charakterystycznej sity elektrostatycznej do
charakterystycznej sity grawitacji — konieczne do spelnienia aby zaistniata mozliwos¢
utworzenia przez czastki natadowane stabilnej pary. Wyznaczono diagram fazowy w



przestrzeni stosunku promieni i oraz stosunku predkosci Stokesa, podajac obszary, dla
ktorych mozliwe jest istnienie stabilnych stanéw stacjonarnych, a takze obszary, gdzie
wystepuja konfiguracje stabilne tylko ze wzgledu na niektére (nie wszystkie)
zaburzenia. Dodatkowo pokazane zostalo jakich wartosci odleglo$ci miedzy
czastkami w stabilnym stanie stacjonarnym mozna oczekiwac¢ dla jakich stosunkéw
predkosci Stokesa i promieni.

W stabilnej konfiguracji stacjonarnej, wieksza czastka jest zawsze powyzej
czastki mniejszej, a poza tym obie czastki muszq mie¢ wieksze gestosci niz ptyn, lub
obie mniejsze. Jesli czastki sa gestsze niz plyn, to w stabilnej konfiguracji
stacjonarnej mniejsza czastka musi by¢ gestsza niz wieksza czastka. Jesli zas czastki
sq mniej geste od plynu, to w stabilnej konfiguracji stacjonarnej mniejsza czastka
musi by¢ mniej gesta niz wieksza czastka. Gdy w stabilnym stanie stacjonarnym linia
prosta laczaca srodki czastek jest nachylona wzgledem kierunku grawitacji, to
predkosci Stokesa sa takie, ze izolowana wieksza czastka opadataby szybciej niz
mniejsza. Jesli jednak linia prosta faczaca Srodki czastek jest rownolegla do kierunku
grawitacji, to sa przyklady pokazujace na to, ze izolowana wieksza czastka moze
mie¢ zaréwno wieksza jak i mniejsza predkos¢ Stokesa od czastki mniejszej.

Istnieja stabilne stacjonarne potozenia wzgledne dla dowolnie duzych
odleglosci miedzy czastkami. Dla duzych odleglosci, goérna czastka musi mie¢ nieco
wieksza predko$¢ Stokesa od nizszej czastki. Ponadto charakterystyczna sila
elektrostatyczna musi by¢ duza w poréwnaniu z charakterystyczng sila grawitacji.
Pokazano takze, ze jesli predkosci Stokesa obu czastek bardzo nieznacznie réznig sie
od siebie, a ich gestosci sa niemal réwne, to stabilne stacjonarne konfiguracje sa
osiaggane dla bardzo malych wartoSci opisanego powyzej stosunku sit
charakterystycznych.

Basen przyciggania stanéw stacjonarnych wzglednych polozen jest
nieograniczony od gory, przy czym promien poziomego przekroju czynnego moze
by¢ duzy w poréwnaniu z sumg promieni czastek. Zbiér ograniczonych orbit ruchu
wzglednego jest oddzielony saparatrysa od orbit dazacych do nieskoniczonosci. Na tej
saparatrysie ruchow wzglednych znajduje sie punkt stacjonarny bedacy siodtem.
Odlegtos¢ miedzy czastkami w tym punkcie jest w przyblizeniu taka jak promien
przekroju czynnego dla trajektorii przyciaganych do stabilnego punktu stacjonarnego.
Jakosciowa dynamika jest wyznaczona z uzyciem twierdzenia Poincaré-Bendixsona.

Istnienie duzych basenéw przyciggania stabilnych par naladowanych czastek
opadajacych w lepkim plynie jest fundamentalne. Zwazywszy na to, ze stabilne
stacjonarne konfiguracje par wystepuja dla szerokiego zakresu parametréw, wyniki
niniejszego doktoratu moga by¢ znaczace dla rozrzedzonych ukladéw czastek w
kontekstach biologicznych, medycznych i przemystowych.



1 Motivation

This thesis is made up of three publications. The publications are a review
chapter on the basic concepts of Stokes flows [I] and two original papers on
charged particles sedimenting under gravity in a Stokes flow [2] [3].

Non-inertial ”Stokes flows”, introduced in [4] , have a central place in sedi-
mentation [B] [0l [7] and the dynamics of micro and nanoparticles more generally
18, [, [0} [11], (12, 13} 14] [15).

The dynamics of hydrodynamically interacting particles in a Stokes flow can
become complicated. Large scale spontaneous self-organization into ordered
structures has been observed in, for instance, many drops in a Hele-Shaw cell [10],
17] and many magnetically active rollers near a repelling wall [I§]. Spontaneous
organization has applications such as the design of micro swimmers which can
capture cargo [19] for, e.g., drug delivery [20]. Smaller scale organization of
particles in Stokes flows has been observed such as formation of doublets for
drops in a Hele-Shaw cell [21], pairs of magnetically active rollers near a repelling
wall [22] and many others.

It has been shown [23] there is a set of initial conditions for two uncharged
spherical particles of different radii and different masses settling under gravity in
a Stokes flow for which the particles do not tend to separate. The relative orbits
generated by these initial conditions consist of periodic orbits and heteroclinic
orbits. The bounded relative orbits and stationary relative positions are at best
neutrally stable. Further the set of initial conditions which lead to these orbits is
bounded. The set is small enough that capture will probably have no significant
effect on the dynamics of sedimenting suspensions e.g. [24} 25, 26|, 27].

The question that motivates this thesis is if it is possible for new forces,
such as electrostatic forces, to stabilize pairs of sedimenting particles. Electro-
statically stabilized pairs of sedimenting particles are interesting for the simple
reason that charged particles in fluids are very common. However, electrostatic
forces in a vacuum are destablizing by Earnshaw’s Theorem, introduced in [28].
Geometrically, Earnshaw’s theorem holds because the electrostatic field is a har-
monic function away from the charges [29] and therefore the strong maximum
principle (see 6.4.2 in [30]) implies there can be no minimum to the electrostatic
potential away from the boundary. It will be shown in this thesis that this
theorem does not generalize to the presence of a fluid.



2 Goal & Structure Of The The-
Sis

The goal of this thesis is to utilize a simple ”point particle” model to understand
the conditions under which charged particles sedimenting under gravity in a
Stokes flow can form stable doublets with large basins of attraction. In order
to accomplish this goal, this thesis consists of three publications [II [2, [3].

A. Trombley, C.I. and Ekiel-Jezewska, M.L., 2019. Basic Concepts of Stokes
Flows. In Flowing Matter (pp. 35-50). Editors: Toschi, F. and Sega, M.,
Springer, Cham. https://doi.org/10.1007/978-3-030-23370-9_2

e Abstract: Various properties essential to the understanding of Stokes
flow are discussed, including reversibility, negligibility of inertial forces
and minimum energy dissipation theorem. Illustrative examples re-
lated to these properties are provided: inertial terms for the fluid flow
generated by a rotating cylinder, force on a rotating cylinder close to
a solid plane wall, Stokes paradox, energy dissipation for particles of
different shapes. The meaning and the limits of the Stokes approxi-
mation are discussed in the context of more general equations.

e This work was supported in part by Narodowe Centrum Nauki under
grant No. 2014/15/B/ST8/04359. We acknowledge scientific benefits
from COST Action MP1305.

B. Trombley, C.I. and Ekiel-Jezewska, M.L., 2018. Stable Configurations of
Charged Sedimenting Particles. Physical Review Letters, 121(25), p.254502.
https://doi.org/10.1103/PhysRevLett.121.254502

e Abstract: The qualitative behavior of charged particles in a vacuum
is given by Earnshaw’s theorem, which states that there is no steady
configuration of charged particles in a vacuum that is asymptotically
stable to perturbations. In a viscous fluid, examples of stationary
configurations of sedimenting uncharged particles are known, but
they are unstable or neutrally stable—they are not attractors. In
this Letter, it is shown by example that two charged particles set-
tling in a fluid may have a configuration that is asymptotically sta-
ble to perturbations for a wide range of charges, radii, and densities.


https://doi.org/10.1007/978-3-030-23370-9_2
https://doi.org/10.1103/PhysRevLett.121.254502

The existence of such “bound states” is essential from a fundamental
point of view and it can be significant for dilute charged particulate
systems in various biological, medical, and industrial contexts.

e The supplemental material to this article is also included. The sup-
plemental material was published at https://journals.aps.org/
prl/supplemental/10.1103/PhysRevLett.121.254502

e This Letter was supported in part by Narodowe Centrum Nauki un-
der Grant No. 2014/15/B/ST8/04359. We acknowledge scientific
benefits from COST Action MP1305.

C. Trombley, C.I. and Ekiel-Jezewska, M.L., 2021. Relative trajectories of
two charged sedimenting particles in a Stokes flow. Journal of Physics
Communications. Accepted Manuscript online 27 May 2021 . https:
//doi.org/10.1088/2399-6528/ac060c

e Abstract: We study the dynamics of two charged point particles
settling in a Stokes flow. We find what ranges of initial relative po-
sitions and what ranges of system parameters lead to formation of
stable doublets. The system is parameterized by the ratio of radii,
ratio of masses and the ratio of electrostatic to gravitational force.
We focus on opposite charges. We find a new class of stationary
states with the line of the particle centers inclined with respect to
gravity and demonstrate that they are always locally asymptotically
stable. Stability properties of stationary states with the vertical line
of the particle centers are also discussed. We find examples of sys-
tems with multiple stable stationary states. We show that the basin
of attraction for each stable stationary state has infinite measure,
so that particles can capture one another even when they are very
distant, and even if their charge is very small. This behavior is qual-
itatively different from the uncharged case where there only exists a
bounded set of periodic relative trajectories. We determine the range
of ratios of Stokes velocities and ratio masses which give rise to non-
overlapping stable stationary states (given the appropriate ratio of
electrostatic to gravitational force). For non-overlapping stable in-
clined or vertical stationary states the larger particle is always above
the smaller particle. The non-overlapping stable inclined stationary
states exist only if the larger particle has greater Stokes velocity, but
there are non-overlapping stable vertical stationary states where the
larger particle has higher or lower Stokes velocity.

e This work was supported in part by the National Science Centre
under grant UM02018/31/B/ST8/03640.

For the remainder of this introduction, these three publications will be re-
ferred to as article A [1], article B [2] and article C [3]. In section |3 the
background of Stokes Flows from article A and the point particle model ana-
lyzed in article B and article C are expounded. In section [ there is a brief


https://journals.aps.org/prl/supplemental/10.1103/PhysRevLett.121.254502
https://journals.aps.org/prl/supplemental/10.1103/PhysRevLett.121.254502
https://doi.org/10.1088/2399-6528/ac060c
https://doi.org/10.1088/2399-6528/ac060c

overview of some of the original results in article B & article C. A summary
and some general conclusions are drawn in section Full-text articles along
with supplementary materials are provided in section [7] Signed declarations of
author contributions are provided in Section [§



3 Methods & Model

3.1 Stokes Flows

Many fluid systems have weak inertial fluid forces in comparison to viscous
forces. Stokes flows are fluid flows in which inertial forces are dominated by
viscous forces to the point that inertial forces are negligible. Many high quality
introductions to Stokes flows have been written such as those in [8, 9] 10, 1T
12), T3], [14], 15], BI]. The Stokes equations of an incompressible fluid are

uVu — Vp
V-u =

—~
[N
~—

where p is the dynamic viscosity, u is the fluid velocity and p is the fluid
pressure.

Article A is a review chapter on the basic concepts of incompressible Stokes
flow. This subsection will follow that paper. In article A, two approaches to
Stokes flow are given: 1) starting from the Navier-Stokes equations and moving
to the limit of low Reynolds number & 2) finding the differentiable and solenoidal
vector field which attains the minimum of the extensive energy dissipation rate
for given boundary conditions. In addition, article A covers topics such as
reversibility of Stokes flows and the relation between Stokes and other fluid flow
equations.

For now, I will discuss the Stokes equations using the ”variational” approach
as in section 2.4 of article A, while also drawing on 3.4 of [§] and section 2.2
of [II]. There are many interesting comments on variational methods in fluid
mechanics in general in [32].

Let the flow u be a vector field which is continuously differentiable and
solenoidal - that is, u obeys equation - within a volume V' and with given
boundary conditions on 9V. Further, let e be the rate of strain tensor given
component-wise as

u

eij B 5(8$J + 81‘1)

(3.3)

10



An integral of e" multiplied by itself is the extensive energy dissipation rate
E

E= /2ue“ re'dV (3.4)

where : is the double dot product. In article A, there is a brief demonstration
that the differentiable & solenoidal minimizer of this integral subject to bound-
ary conditions solves Stokes equations & with the same boundary
conditions. Similar demonstrations can be found in [II] and other sources. In
fact, the minimum energy dissipation principle, introduced in [33], states that
a necessary and sufficient condition for a differentiable solenoidal vector field to
minimize integral (3.4) subject to given boundary conditions is for u to solve
the Stokes equatio & for the same boundary conditions.

This variational point of view can be useful for reasoning about Stokes flows.
One might wonder if an object with a jagged boundary experiences more drag
(i.e. force component antiparallel with motion) than its convex hull. But be-
cause Stokes flows minimize the extensive energy dissipation rate E, they exhibit
inclusion monotonicity [34]. One consequence of inclusion monotonicity is that
a large particle which could include a smaller particle must experience at least
as much drag as the small particle when undergoing the same translation in
a fluid with the same boundary conditions. Therefore, for instance, making a
particle convex by filling in the jagged bits cannot reduce the drag on a particle.
For more discussion see section 2.4 of article A.

This concludes the material from article A which will be used in this in-
troduction. However, one can also observe that & are linear partial
differential equations. Therefore they can be solved by Green’s function meth-
ods. For an unbounded fluid which is at rest far from the particles, the Green
Tensor G/8mp to find u at a given point r is

LapeT L (I+r|f|’2r) (3.5)

8rp T Brpr]

where I is the identity tensor. Notice that G is symmetric under the mapping
r — —r. The product of this tensor with an external force gives a velocity field,
or ”Stokeslet”. There is also a Green tensor for the pressure [1I]. The Green
tensor - which is also sometimes called the Oseen tensor - will be used in
our analysis of the dynamics of a pair of charged settling particles in a Stokes
flow.

3.2 Charged Point Particles Settling Under Grav-
ity In A Stokes Flow

In article B & article C, a model was introduced in order to examine the dy-
namics of a pair of charged particles with radii a; & as, masses M; & Ms and

11



Figure 3.1: (a) Geometric coordinates chosen for a pair of charged particles
sedimenting in a viscous fluid under gravity with radii a; & aq, reduced masses
my & mg and charges g1 & ¢o. Interparticle position d and its angle 6 from the
direction perpendicular to gravity is also shown. (b) Diagram of external forces
on the same system.

charges ¢q1 & g2 sedimenting under constant gravity in a Stokes flow with density
p and dynamic viscosity p. Particle labels are chosen so that a; < as. To take
care of buoyancy, the reduced mass m; = Mi—gwag’p is used for particle i = 1, 2.
This system is illustrated in figure a).

The model is constructed using the ”point particle approximation” where
the forces are assumed to act on the centers of the particles. The point particle
approximation may be physically accurate if the particles are not too close.

With external force f; acting on particle ¢ and assuming the fluid velocity
goes to zero far from the pair of particles we can use to find the Stokeslet
of particle 7 at the location of the center of particle 3 — 4

1
%G(d) f; (3.6)

where d is the vector starting on the center of particle 1 and ending on the
center of particle 2 as in a). This is used as the interaction contribution to
particle velocity.

The self-contribution of the particle to its own velocity comes from Stokes
law

1
fi
6 pa;
The sum of (3.6) & (3.7)) gives the velocity of each particle.

(3.7)

12



Moving on to the external forces f;: gravitational and electrostatic. The
diagram of external forces is in figure 3.1(b). A unit vector % is chosen so that
the gravitational force f,, ; on particle ¢ is

where g is the acceleration due to gravity. In order to arrive at the simplest
possible model and apply the point particle approximation consistently, the
electrostatic force f; ; in article B & article C was chosen to be Coulomb, i.e.

. d
fq,i(d) = (_1)%%‘(13#

ap (3.9)

where k is Coulomb’s constant. This approximation leaves out considerations
such as anisotropy of charge, motile charges on the surface of the particle and
screening. In total, the sum of the external forces acting on particle 7 is

fi(d) = £, +f,:(d) (3.10)

~ With those external forces, one can find the relative particle center velocity
d in the point particle approximation. The result is the following nonlinear
vectorial ordinary differential equation

d= <1G(d) fi(d) +

8w 6mpas

fQ(d)) - (siuG(d) £y (d) + 6Wialf1(d)>
(3.11)

The term in the first parentheses is the velocity of particle 2 and the term
in the second is the velocity of particle 1.

Reasoning about equation is simplified by non-dimensionalization.
The units chosen are a length unit L and velocity unit V.

L = a1+ ao, (3.12)
maog

vV, = 3.13

0 67l (3.13)

From this one can define, e.g. a characteristic time scale T'= L/Vj. Notice
that looking at systems with different viscosity merely changes the units. This
is because Stokes flows are always dynamically similar. One can also see the
nondimensional separation vector between particle centers is

d
- 3.14
2 (3.14)

It will also be helpful to define o = || as the norm of the nondimensional
separation vector. In article B, it was found that the system depends on three
non-dimensional parameters:

o =

13



8 kq1qo

= — 3.15
aj

= = 3.16

ol ” (3.16)
mq

6 = — 3.17

. (3.17)

One can see that g is a ratio of a characteristic gravitational force, v is the
ratio between particle radii and ¢ the ratio of reduced masses. Parameters
& v are defined to be positive when the particles are denser than the fluid and
the charges are opposite. For a discussion of how the system behaves when one
or both particles are less dense than the fluid, see the supplemental material
to article B. Equations - correspond to equations (6) in article B
and equations (12)-(14) in article C. With these definitions, ¢/+ is the ratio of
Stokes velocities and §/~2 is the ratio of reduced particle densities.

Nondimeninsionalizing equation one gets the following non-dimensional
nonlinear vector ordinary differential equation

.3 3 (1 4)?
a = 2|a|gﬁg~a+1(1—6)g-z—577|a|3 a
0

where G is the nondimensionalized Green’s tensor

1 a® o

G(a) = E(I + ) (3.19)

|

The results in article B & article C were established via mathematical anal-
ysis of equation , which is equation (9) in article B and equation (14) in
article C.

There are two coordinate systems which are convenient to analyze
in. The first is a Cartesian coordinate system such that & is an unit vector
orthogonal with Z and in the plane with the particle centers and Z. Therefore,
a = T+ o, 2. In this coordinate system equation becomes the following
nonlinear system of ordinary differential equations

oy 1+7)?%a,  3(1-90)aza,

v, = 38—2— ey 2

& 36 S 3 (3.20)
2 1+7)? . | 3(1—10)a2+2a? —6)(1

6, = 359 (I+7)%a:  31-0)a;+2a; (v—90)( +7)(3.21)
ot v ad 4 a’

which are equations (17) & (18) in article C.

14



The other convenient coordinate system is polar coordinates where a = ||
as earlier and 6 is defined to be the angle from the horizontal. In this coordinate
system, equation becomes the following nonlinear system of ordinary
differential equations

4 = /3(3_W)+<3(1—5)_(7—5)(1+7)>Sm(9) (3.22)

a?\a vy 2a 0%

(3(1 —8)  (r=0)(+ ”) cos(0)

af

3.23
4o ¥ ( )

which are equations (21) & (22) in article C.

Equation (3.18) and its coordinate forms (3.20]) - (3.23)) are the basic equa-

tions of the dynamics investigated in article B & article C.

15



4 Overview Of Original Results

In this section I will summarize some of the original results in article B & article
C. In article B, it was demonstrated from the vector ordinary differential equa-
tion that the two settling charged point particles with particle centers
aligned with gravity can have stable stationary relative positions, where stabil-
ity is defined as returning to the original relative position after perturbation. By
linearizing around a stationary relative position, necessary and sufficient condi-
tions for the stability of a stationary relative position were given and analyzed.
In article C, it was demonstrated that such stable stationary states exist also
for systems where the line of particle centers is inclined with respect to gravity.
Further, it was shown in article C that the basin of attraction for a stable sta-
tionary relative position can be large in comparison to the sum of particle radii.
Article B & article C both find bounds on the region of parameter space of ra-
tio of characteristic forces, ratio of reduced masses and ratio of radii consistent
with the existence of non-overlapping stable stationary relative positions and
estimate values of interparticle distance for given regions of parameter space.

4.1 Stationary States & Local Asymptotic Sta-
bility

Article B focuses on finding the stationary and stability conditions when the
line of particle centers is aligned with gravity and particle 2 is above particle 1,
ie. @ = a*Z, where a* > 0. There are no stable stationary relative positions
on the ray 6 = 37”, so there is no restriction in taking a® > 0. On the ray
0 = w/2, the right hand side of equation is identically zero. Therefore,
the stationary condition is

0 = 6v8—28(1+7) %" +3y(1—8a2=2(y -8 (1+~)a*® (4.1)

which is equation (14) in article B and equation (39) in article C. This
equation is linear in 8 and § and non-linear in v and a*.

The stability conditions are found by linearizing around a stationary relative
position. This intuitive approach is shown to be necessary and sufficient for local
asymptotic stability in the supplemental material to article B by the Lypunov
function method. Letting a = a* + €, and 0 = 5 + ¢, the linear dynamics are
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€9 yax3 €9
where
M 0
A= [0 0 o) (4.3)
and
Moo= B3 —0)a +3(y -1+t (44)
Ae = (1 —=6)—4(y =)L+ ) (4.5)

Linear ordinary differential equation with constant coefficients is equiv-
alent to equations (10) & (11) in article B and equations (34) & (35) in article
C. Because of the spherical symmetry of the charge, the electrostatic force only
effects the radial coordinate, not the angle. Because A is a diagonal matrix,
the eigenvalues are simply the diagonal entries. Therefore the system is stable
if and only if

0 < B4+ =3y1-d)a" +3(y -1 +v)a* (4.6)
0 < 3y(1—=9)—4(v—0)([1+y)a" (4.7

These inequalities are equivalent to inequalities (15) & (16) in article B and
are inequalities (36) & (37) in article C. The stationary and stability condi-
tions in those articles are equivalent, but are in different coordinate systems
(Cartesian in article B, radial in article C).

In article C, the equivalents of - are found for particles in arbitrary
orientations. Consider the case of an inclined stationary relative position with
separation vector a = |a| and angle ' # 7/2. The stationary conditions can
be read off equations & . One sees that the inclined stationary
relative positions are at

_ 30 =d)y

S e (e 48)

, A(1+7)(1 435 — 3y — 67)
sin(d) = 8 7?ﬂ(l - 6)2mV :

(4.9)

which are equations (44) & (45) in article C. Interestingly, the charge only
effects the angle, not the interparticle distance. This is because of our assump-
tion of spherical symmetry of the charge. Further, the sine of the angle of the
particle centers is proportional to the ratio of characteristic electrostatic force
to characteristic gravitational force.
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The same linearization method as (4.2) is used to find the conditions for
local asymptotic stability in this case. Letting a = af + ¢, and 6 = 67 4 ¢4 and
linearizing one gets

&) -2 =282 cos(01)
éo _

(=8)(1+7) cos(61) 0

af2y €6

m (4.10)

which corresponds to equations (46) & (47) in article C. Notice that the
matrix in does not have A as a limit as § — 7.

Now to find the stability condition from . A real 2 x 2 matrix has
eigenvalues with negative real parts if and only if the determinant is positive
and the trace is negative. Doing some algebra one can see the stability condition
for non-identical particles with an inclined stationary relative position is simply
B > 0, i.e. opposite charges, which is inequality (50) in article C.

4.2 Necessary Conditions On Parameters For Non-
Overlapping Stable Stationary Relative Po-
sitions

Having found the necessary and sufficient conditions for a locally asymptotically
stable stationary relative position for with line of particle centers either aligned
with gravity or inclined, the question is now: what ranges of parameters - ratio
of reduced masses §, ratio of radii v or ratio of characteristic forces § - are
consistent with the existence of a stable stationary relative position? Articles
B & C both concentrated on the case when the particles are non-overlapping at
the stable stationary relative position, i.e.

A | (4.11)
ol > 1 (4.12)

Inequality is inequality (17) in article B and inequality (53) in article
C.

The question of parameters must be broken into two sub-questions: (a)
”"What ranges of parameters are consistent with the existence of a stable sta-
tionary relative position with line of particle centers aligned with gravity?” and
(b) ”What ranges of parameters are consistent with the existence of a stable
stationary relative position with line of particle centers inclined with gravity?”.

I will start with stable stationary relative positions with line of particle
centers aligned with gravity, following article B & section 7 in article C. Ma-
nipulating & it can be shown that some necessary conditions for
vertically aligned stable stationary states are
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o > 0 (4.13)
% > 1 (4.14)
B > 0 (4.15)

These inequalities follow from inequalities (18) - (21) in article B. Inequality
shows that the sedimenting particles must either both be denser than
the fluid or both less dense. Inequality shows that the smaller particle
must be denser than the larger particle if they are denser than the fluid or the
contrary if less dense. There is further discussion of the case when particles are
less dense than the fluid in the supplemental material to article B. Inequality
(4.15) shows that opposite charges are necessary to stabilize the system. Finally,
inequality demonstrates the particles must have different radii. This is
shown in the supplemental material to article B.

0 0.2 0.4 0.6 0.8 1
Y

Figure 4.1: Phase diagram of vertical stationary states in the parameter space
of the ratio of particle radii  and the ratio of the particle Stokes velocities /7.
Non-overlapping stable stationary relative positions can exist in the black but
not in the white region.

More detailed bounds on the ratio of Stokes velocities 6/v & ratio of radii
~ are discussed in detail in section 7 of article C. A simplified phase diagram
is shown in figure In the black area of figure stable stationary relative
positions can exist. The angular stability condition and the feasibility
condition give a lower bound of the black area

6 4dy+1
>’Y

v 4+

(4.17)
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which is inequality (59) in article C. The upper bound comes from using
the stationary condition (4.1)) to eliminate 8 from the radial stability condition
(4.6) and solving for §/v. The upper bound is

3 _
[ <max{ 18y +4(14+7v)° =31 +)(1+ 7) 71}
7y 1892 +4(1+7)3 = 3y(L +)(7T+7)

which is equation (63) in article C. Inequalities & specify the
range of the ratio of Stokes velocities and ratio of radii consistent with the
existence of a stable stationary relative position.

Moving on to the parameters consistent with stable stationary relative po-
sitions with line of particle centers inclined with gravity, it has already been
noted that if an inclined stationary relative position exists then

(4.18)

B>0 (4.19)

is a necessary and sufficient condition for stability. From the stationary
condition on interparticle distance for inclined particles (4.8)) and the fact that
the separation vector must have positive norm one gets

(1=6)(y—=9)>0 (4.20)

which is equation (24) in article C. Further, the stationary condition (4.8))
& the feasibility condition (4.12)) entail

<-<1 (4.21)

The lower bound is the same as in figure The above and equation (4.20))
entail

§<1 (4.22)

Now that some bounds on the parameter set have been established, some re-
lations which hold for stable stationary relative positions with large separations
-ie. a* > 1 & af > 1 - can be outlined.

Again I will start with the case when the line of particle centers is aligned
with gravity, following article B. From the stationary condition and sta-
bility conditions & in the limit of a* > 1 the following relations
hold

o 31—9) 1

l-- ~ —L—«1 4.23
gl AL +7) o (4:23)
g~ e > 1 (4.24)

Relation (4.23) means that large stable stationary interparticle distances
with line of particle centers aligned with gravity require the Stokes velocities of
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the particles to be approximately the same. The second relation means that the
ratio of characteristic electrostatic to characteristic gravitational force must be
large in order to have a large separation for stable stationary relative distances
with a line of particle centers aligned with gravity.

Finally, for the case when the line of particle centers is inclined with gravity
one can see from that af > 1 if

5
1-= ~0 4.25
5 (4.25)
1-6 ~1 (4.26)

As in the case when particle centers are aligned with gravity, the Stokes
velocities must be approximately the same for large separations at a stable
stationary relative position. Unlike that case, it is also required the reduced
masses be similar.

The necessary conditions on parameters for the existence of stable stationary
relative positions with line of particle centers aligned with gravity —
or inclined with gravity (4.19)-(4.22) help understand when to expect stable
doublets to form. Relations (4.23)-(4.26|) can help guide experimental work as
the point particle model is expected to be accurate for distant particles.

4.3 Example Of Stable Stationary Relative Po-
sitions & Their Basins Of Attraction

With the relations on parameters in the previous subsection as a guide, it is now
possible to talk about the dynamics of systems with stable stationary relative
positions. A comparison between the dynamics of an uncharged not stable
system and a charged stable system is given in figure [£:2] which is made up of
figures 2(b) and 3(a) from article C.

In (a), an example of relative trajectories of an uncharged system is
shown. This is example H’ from article B. The parameters chosen are § = .986
& v = .988. One can see that when the particles are sufficiently close together,
closed periodic orbits are formed. This is expected from classical results [23].
The stationary states with line of particle centers aligned with gravity are sad-
dle points connected by heteroclinic orbits. These orbits form the seperatrix
between bounded relative orbits and unbounded relative orbits. In article C
section 3, an exact solution is given for this seperatrix. The horizontal station-
ary states are neutrally stable and surrounded by periodic orbits. See article C
section 3 for more details.

In b), a small charge is added so that 5 = .01 to the system with the
same values of § & . This is similar to example H from article B. This creates a
vertical stable stationary relative position at a* = 2.31.... There are not stable
stationary relative positions with the larger particle directly below the smaller
one - that is, § = 37/2 - at @ = 6.56... and o = .588.... The stationary relative
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Figure 4.2: Examples of relative trajectories (a) 8 = 0 (uncharged), 6 = .986
& v = .988. The orbits of the larger particle are shown in the reference frame
on the center of the smaller particle. The open circles represent not stable
stationary relative positions. The colors are used to facilitate tracing streamlines
close to each other. (b) g = .01, 6 = .986 & v = .988. The black circle at
a, = 2.31... is a stable steady relative position.

positions on the ray # = 37/2 are saddle points. In particular, the stationary
relative position o = .588... is stable against perturbations in the direction
with gravity and the stationary relative position at o = 6.56... is stable against
horizontal perturbations.

The basin of attraction of the stable stationary relative position is unbounded
above. This can be seen by considering the of orbits that end on the lowest
saddle point. These orbits form the seperatrix between bounded and unbounded
relative orbits: almost every relative orbit which begins on the interior of this
curve goes to the stable stationary relative position. Every relative orbit outside
the seperatrix goes toward infinity. In fact, in article C section 5, the Poincare-
Bendixson theorem is used to show this and a stronger result: all orbits in the
interior of the seperatrix must go to a stationary relative position. There are
no periodic orbits as seen in the uncharged case.

The horizontal cross-section of the basin of attraction in figure b) is
bigger than six times the sum of the particle radii. Therefore even well-separated
particles can end up at the stable stationary relative position. Figure 3(b) in
article C gives an example with a cross section radius and separation distance
that is even larger. In fact, in article C, it is observed that the cross-section
radius scales with the vertical position of the saddle point on the seperatrix.

In article C section 5, the same results are shown for other cases, such
as two stable stationary relative positions with line of particle centers aligned
with gravity, when the line of particle centers at the stable relative positions
are inclined with respect to gravity and when there are both stable stationary
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relative positions aligned with gravity and stable stationary relative positions
inclined with gravity.

The qualitative dynamics in these cases are similarly established by the
Poincare-Bendixson theorem. In fact, the qualitative dynamics for systems with
multiple and inclined stable stationary relative positions are similar to the case
of a single stable relative position. In all cases, the relative orbits either go
to a stationary relative position or seperate. Further, there is in each case a
seperatrix which separates the bounded and unbounded relative orbits with a
saddle point stationary relative position.
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5 Conclusions

This section summarizes some of the results in the review article A [I] and some
of the original results in article B [2] & article C [3] and draws some general
conclusions.

In article A, basic concepts of Stokes flow such as reversibility, negligibility of
inertial forces and minimum energy dissipation theorem are analyzed. Applica-
tions of each concept are given as well as their interrelations. For example, it is
shown that the minimum energy dissipation theorem entails reversibility but re-
versibility does not imply the minimum energy dissipation theorem. Illustrative
examples are given for each concept.

Article B is concerned with showing there exist stable relative positions of
pairs of charged particles settling under gravity in a Stokes flow by the analysis
of a point particle model. This research drew inspiration from classical results
showing there can exist a small set of at best neutrally stable bounded relative
orbits between two uncharged particles sedimenting under gravity in a Stokes
flow [23]. The stabilization of stationary relative positions by electrostatic force
was unexpected because Earnshaw’s Theorem means that electrostatic forces are
destabilizing in a vacuum. The stable stationary relative positions considered in
article B have a line of particle centers aligned with gravity. The interparticle
separation at the stable stationary relative position can be arbitrarily large.
This means that the point particle approximation may be physically reasonable.
Charged particles must have different radii in order for stable doublets to form.
When charged particles have a line of centers aligned with gravity, the larger or
the smaller particle could have greater Stokes Velocity.

It is further shown in article B that for large separations of charged particles
at a stable stationary relative position, the ratio of Stokes velocities must be
near unity and the ratio of characteristic electrostatic to characteristic gravita-
tional force must be large. Also for large separations of charged particles at a
stable stationary relative position, the upper particle must have a greater Stokes
velocity than the lower particle. The particles must have different densities and
radii to have a stable stationary relative position, but in the limit of very similar
particles - in the sense of having similar Stokes velocities and densities - the ra-
tio of characteristic electrostatic to characteristic gravitational force consistent
with a stable stationary relative position can be arbitrarily small.

Article C analyzes the point particle model in order to find the dynamics of
a pair of charged particles settling under gravity in a Stokes flow. Using the
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Poincare-Bendixson Theorem, it is shown that there are two qualitative kinds
of dynamics in the point particle model: either the particles go to a stationary
relative position or they separate.

Further, in article C it is shown that the set of initial conditions which give
rise to relative orbits that do not separate over time is unbounded (unlike the
bounded set seen for uncharged particles). The set of relative orbits which stay
together is segregated from the set of relative orbits which go to infinity by a
seperatrix curve. The seperatrix has a saddle point stationary relative position
on it. The distance between particle centers at the saddle point can be used as a
proxy for the cross section radius. This cross section radius can be several times
the sum of particle radii. The large size of the set of relative orbits in which
the particles stay together both in measure and in cross-section and the large
particle separation at the stable stationary relative position suggest the relevant
particle dynamics could be well-approximated by the point-particle model.

It is also shown in article C that, unlike the uncharged case, there are no
periodic orbits for pairs of charged point particle sedimenting under gravity in
a Stokes flow in the model examined. Further, there can be stable stationary
states with a line of charged particle centers inclined with respect to gravity
with charged point particle sedimenting under gravity in a Stokes flow, but not
for uncharged particles. Phase space diagrams were used to describe bounds
on the ratio of Stokes velocities and particle radii for stable stationary relative
positions with line of charged particle centers either aligned or inclined with
respect to gravity.

The point particle model makes the prediction of stable doublets and absence
of periodic relative orbits. These qualitative features could be confirmed by
future experiments. If confirmed, the existence of stable doublets could have
consequences for dilute charged suspensions, as it is well known that the effect
of the relative diffusion of doublet pairs can have a singular perturbing effect on
the suspension [24]. Because charged matter in a viscous fluid is very common
in scientific, biological, medical and industrial contexts, the results in this thesis
are fundamental.

25



Bibliography

1]

[4]

[5]

[10]

[11]

[12]

[13]

Trombley C I and Ekiel-Jezewska M L 2019 Basic concepts of Stokes flows
Flowing Matter (Springer, Cham) pp 35-50

Trombley C I and Ekiel-Jezewska M L 2018 Stable configurations of charged
sedimenting particles Phys. Rev. Lett. 121(25) 254502

Trombley C I and Ekiel-Jezewska M L 2021 Relative trajectories of two
charged sedimenting particles in a stokes flow Journal of Physics Commu-
nications. Accepted May 2021

Stokes G G 1851 On the effect of the internal friction of fluids on the motion
of pendulums Trans. Camb. Phil. Soc. 9 8-94

Witten T A and Diamant H 2020 A review of shaped colloidal particles in
fluids: Anisotropy and chirality Reports on Progress in Physics 83 116601

Ramaswamy S 2001 Issues in the statistical mechanics of steady sedimen-
tation Advances in Physics 50 297-341

Guazzelli E and Hinch J 2011 Fluctuations and instability in sedimentation
Annual review of fluid mechanics 43 97-116

Batchelor G K 2000 An introduction to fluid dynamics (Cambridge Uni-
versity Press)
Russel W B, Russel W, Saville D A and Schowalter W R 1991 Colloidal

Dispersions (Cambridge University Press)

Pozrikidis C 1992 Boundary integral and singularity methods for linearized
viscous flow (Cambridge University Press)

Kim S and Karrila S J 2013 Microhydrodynamics: principles and selected
applications (Courier Corporation)

Guazzelli E and Morris J F 2011 A physical introduction to suspension
dynamics (Cambridge University Press)

Happel J and Brenner H 2012 Low Reynolds number hydrodynamics: with
special applications to particulate media vol 1 (Springer Science & Business
Media)

26



[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

Duprat C and Stone H A 2015 Fluid-structure interactions in low-Reynolds-
number flows (Royal Society of Chemistry)

Graham M D 2018 Microhydrodynamics, Brownian motion, and complex
fluids (Cambridge University Press)

Zurita-Gotor M, Blawzdziewicz J and Wajnryb E 2007 Swapping trajecto-
ries: a new wall-induced cross-streamline particle migration mechanism in
a dilute suspension of spheres Journal of Fluid Mechanics 592 447-469

Singha S, Malipeddi A R, Zurita-Gotor M, Sarkar K, Shen K, Loewen-
berg M, Migler K B and Blawzdziewicz J 2019 Mechanisms of spontaneous
chain formation and subsequent microstructural evolution in shear-driven
strongly confined drop monolayers Soft Matter 15 4873-4889

Driscoll M, Delmotte B, Youssef M, Sacanna S, Donev A and Chaikin P
2017 Unstable fronts and motile structures formed by microrollers Nat.
Phys. 13 375-379

Chamolly A, Lauga E and Tottori S 2020 Irreversible hydrodynamic trap-
ping by surface rollers Soft Matter 16 2611-2620

Gao W, Kagan D, Pak O S, Clawson C, Campuzano S, Chuluun-Erdene E,
Shipton E, Fullerton E E; Zhang L, Lauga E et al. 2012 Cargo-towing fuel-
free magnetic nanoswimmers for targeted drug delivery small 8 460-467

Shen B, Leman M, Reyssat M and Tabeling P 2014 Dynamics of a small
number of droplets in microfluidic Hele-Shaw cells Exp. Fluids 55 1-10

Delmotte B 2019 Hydrodynamically bound states of a pair of microrollers:
A dynamical system insight Phys. Rev. Fluids 4 044302

Wacholder E and Sather N 1974 The hydrodynamic interaction of two
unequal spheres moving under gravity through quiescent viscous fluid J.
Fluid Mech. 65 417-437

Batchelor G 1982 Sedimentation in a dilute polydisperse system of inter-
acting spheres. part 1. general theory J. Fluid Mech 119 379-408

Batchelor G and Wen C S 1982 Sedimentation in a dilute polydisperse
system of interacting spheres. part 2. numerical results J. Fluid Mech 124
495-528

Davis R H 1984 The rate of coagulation of a dilute polydisperse system of
sedimenting spheres J. Fluid Mech 145 179-199

Biirger R, Karlsen K H, Tory E M and Wendland W L 2002 Model equations
and instability regions for the sedimentation of polydisperse suspensions of
spheres ZAMM-Journal of Applied Mathematics and Mechanics/Zeitschrift
flir Angewandte Mathematik und Mechanik: Applied Mathematics and
Mechanics 82 699-722

27



[28]

[29]

Earnshaw S 1842 On the nature of the molecular forces which regulate the
constitution of the luminferous ether Trans. Camb. Phil. Soc. 7 97-112

Abanov A, Hayford N, Khavinson D and Teodorescu R 2021 Around a
theorem of F. Dyson and A. Lenard: Energy equilibria for point charge
distributions in classical electrostatics Expositiones Mathematicae 39 182—
196

Evans L C 2010 Partial differential equations (American Mathematical So-
ciety)

Lamb H 1945 Hydrodynamics (Dover Books)

Arnold V I and Khesin B A 1998 Topological methods in hydrodynamics
vol 125 (Springer)

Helmholtz H v 1868 Zur theorie der stationidren strome in reibenden
fliissigkeiten Wiss. Abh 1 223-230

Hill R and Power G 1956 Extremum principles for slow viscous flow and
the approximate calculation of drag The Quarterly Journal of Mechanics
and Applied Mathematics 9 313-319

28



7 Publications

29



Federico Toschi « Marcello Sega
Editors

Flowing Matter

-~
<~

s '*.' Funded by the Horizon 2020 Framework Programme
SRR of the European Union

@ Springer Open




Editors

Federico Toschi Marcello Sega

Department of Applied Physics Forschungszentrum Jiilich

University of Technology Eindhoven Helmholtz Institute Erlangen-Niirnberg
Eindhoven, The Netherlands for Renewable Energy

Nuremberg, Germany

N

*
*

* Funded by the Horizon 2020 Framework Programme
it of the European Union

This article/publication is based upon the work from COST Action MP1305, supported by
COST (European Cooperation in Science and Technology).

COST (European Cooperation in Science and Technology; www.cost.eu) is a funding agency
for research and innovation networks. Our Actions help connect research initiatives across
Europe and enable scientists to grow their ideas by sharing them with their peers. This boosts
their research, career and innovation.

ISSN 2213-1736 ISSN 2213-1744  (electronic)
Soft and Biological Matter
ISBN 978-3-030-23369-3 ISBN 978-3-030-23370-9 (eBook)

https://doi.org/10.1007/978-3-030-23370-9

© The Editor(s) (if applicable) and The Author(s) 2019. This book is an open access publication.

Open Access This book is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons licence and
indicate if changes were made.

The images or other third party material in this book are included in the book’s Creative Commons
licence, unless indicated otherwise in a credit line to the material. If material is not included in the book’s
Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the
permitted use, you will need to obtain permission directly from the copyright holder.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

The publisher, the authors, and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, express or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG.
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland


www.cost.eu
https://doi.org/10.1007/978-3-030-23370-9
http://creativecommons.org/licenses/by/4.0/

l‘)

Check for
updates

Chapter 2
Basic Concepts of Stokes Flows

Christopher I. Trombley and Maria L. Ekiel-Jezewska

2.1 Introduction

Stokes flows have many applications in both physical theory and practice. For
example, they have been used to describe dynamics of complex fluids in microflu-
idics, lab-on-chip technologies [1], medical applications [2, 3], design of innovative
materials [4-6] and micro-devices—e.g. to carry drugs [7, 8] or act as fuel
cells [9]—and in biological systems [10-15].

In this chapter, we discuss some fundamental properties of Stokes flows, namely:
negligibility of inertial forces, reversibility and the minimum energy dissipation
theorem. First we will briefly discuss how the neglecting of inertial forces simplifies
the nonlinear Navier-Stokes equations to the linear Stokes equations. We then
discuss two basic aspects of Stokes flows: reversibility and the minimum energy
dissipation theorem. In order to bring out the nature of the three principles,
we will demonstrate by example how these properties can be used to obtain
conclusions about investigated fluid systems without laborious construction of
analytical solutions. We then move beyond the Stokes approximation in various
ways in order to see how the principles work in a general context. Finally, we
conclude by discussing the logical structure of the principles as revealed by the
examples considered.
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2.2 Navier-Stokes and Stokes Equations

2.2.1 Navier-Stokes Equations

We start with the general Navier—Stokes equations for an incompressible fluid.
These are [16-18]

ou

o +pu-Vu=puV’u—Vp+F 2.1)

I
V.u=0 (2.2)

where p is the density of the fluid, u is the velocity field of a fluid, u is the dynamic
viscosity of the fluid, p is the fluid pressure field," and F captures the effects of
external forces. The left-hand side of this equation is the inertial forces, that is, the
acceleration of a fluid element with unit volume. The right-hand side is sum of the
viscous and pressure forces, £ V>u and V p, respectively, exerted on surfaces of
this fluid element, and any external body forces F acting on the fluid element. The
second equation is based on the conservation of mass of a fluid element and achieves
its simple form because of incompressibility of the fluid element.

We use non-dimensionalisation in order to capture the relative scale of the forces.
Define U to be a characteristic velocity of the fluid and L to be a characteristic length
scale. Other characteristic dimensional scales of the flow, for instance, a time scale
T = L/U, can be defined implicitly from these scales. There is still some freedom
when normalising pressure p and body forces F. We choose to normalise pressure
by a characteristic viscous force per unit area and F by a characteristic viscous force
per unit volume as in [18]. Using a star to denote non-dimensionalised objects, this
results in the following definitions:

u*:E
U
V* =LV
0 L o
= (2.3)
at* U ot
L
*—_
p _;LUP
L2
F*= —F
nu

In the presence of a gravitational field, p is the so-called modified pressure, which takes into
account also gravitational potential energy per unit fluid volume.
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With the above characteristic dimensional scales, the inertial force per unit volume

. . 2 . . .

is estimated by % and the scale of the viscous force per unit volume is ’Z—lzj The
Reynolds number, Re, a non-dimensional number defined as the ratio of inertial and
viscous forces in a fluid, takes the form

,_ (UL _ pUL
S wH/Lr

2.4)

The end result is the following non-dimensional version of the Navier—Stokes
equation (2.1):

%
Re (g‘t‘* Fut V*u*) — V2u* — V*p* 4 F* (2.5)

The left-hand side is the inertial force and the right-hand side is the viscous, pres-
sure and body forces. Flows with the same Re are hydrodynamically similar [18].

A difficulty to using Eqgs. (2.1) and (2.2) (or their non-dimensional form) in the
analysis of fluids is that the inertial forces are nonlinear in u. In terms of forces, the
so-called Stokes approximation can be understood as when the viscous and pressure
forces dominate the inertial forces absolutely. The Reynolds number allows one to
test the applicability of Stokes approximation to fluids. The Stokes approximation
holds exactly in the limit as this ratio goes to zero [17-22]. For this reason, Stokes
flows are often called low Reynolds number, non-inertial or viscous flows.

2.2.2 Stokes Flows

Taking the limit Re — 01in Eq. (2.5) one obtains the non-dimensional steady Stokes
equations. In dimensional form, without external body forces, sources or sinks, they
read

uViu—vVp=0 (2.6)
V-u=0 (2.7)

The first equation states the balance of forces in a non-accelerating fluid. The second
equation is, as in Eq. (2.2), the conservation of mass for incompressible fluids.

The Stokes equations (2.6) and (2.7) must be combined with boundary conditions
appropriate to the physical situation. The so-called stick or no-slip boundaries for
rigid walls and at the surfaces of particles are important examples. Consider a
surface S moving with local velocity w. It has no-slip boundary condition for the
fluid velocity u if on S one has

u(r) = w(r) forre § (2.8)
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There are many other important examples of boundary conditions, such as
the boundaries for a free surface [18], but we will focus on the stick boundary
conditions, which are sufficient for considering inertial forces, reversibility and the
minimum energy dissipation. When considering reversibility especially, one must
remember that boundaries can be time dependent. This means that the boundaries
move, such as in the classical Taylor—Couette experiment involving a fluid between
two rotating cylinders [23]. The Stokes equations (2.6) and (2.7) can also apply to
unbounded flow problems by the selection of an appropriate boundary at infinity.
For instance, a fluid can be constrained to be at rest at infinity, as in case of particles
settling in a quiescent fluid.

Equations (2.6)—(2.7) are linear, so that any linear combination of solutions
(ug, p1) and (up, py) is also a solution (u; + uy, p; + p2). Linearity allows for
classes of solutions to be constructed. One example is the case of flow around a
rigid sphere, where a complete set of elementary solutions to Egs. (2.6) can be
constructed, as done by Lamb [16]. In his families of elementary solutions, the
pressure p is expanded in spherical harmonics and the velocity field u is written as
an infinite series of solid harmonics. This concept is used in the multipole method of
solving the Stokes equations for systems of particles moving in fluids [20, 24-30].

2.3 Reversibility of Fluid Flows

Because Stokes equations (2.6)—(2.7) are steady and linear, the motion they predict
is reversible in time. Mathematically, it means that the reversibility transformation
of any solution, that is, (u(x, r), p(x,t)) — —(u(x, 1), p(x, t)), will also give a
solution. This can be checked by simple algebraic manipulation of the governing
equations. G.I. Taylor explained in his film Low Reynolds Number Flows [31] the
physical meaning of reversibility—"low Reynolds number flows are reversible when
the direction of motion of the boundaries which gave rise to the flow is reversed”.
Actually, a reversed fluid flow can result from reversing velocity of the boundary
(equal to the fluid velocity at the surfaces of particles or walls) or from reversing
directions of the external and the opposite hydrodynamic forces. In the following,
we will show how reversibility allows to predict symmetries of fluid flows and
motion of particles in fluids.

2.3.1 Examples of Reversibility

One of the most dramatic presentations of reversibility is seen in the film mentioned
above [31]. In this experiment, the volume between two transparent cylinders is
filled with glycerine. Dyes are injected which form a compact coloured volume
into the glycerine to help visualise the flow. The inner cylinder is rotated causing
the dyes to stir and apparently mix. The inner cylinder is then rotated in the
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opposite direction and one sees the seemingly mixed fluids unstir themselves. This
experiment demonstrates the difficulty of mixing low Reynolds number fluids, an
important problem for microfluidics.

G.I. Taylor used this experiment to explain the concept of reversibility in the
following way: “On reversal of the motion of the boundary, every particle retracts
exactly the same path on its return journey as on the outward journey, and at every
point its speed is the same fraction of the boundary speed as it was at the same
point on its outward journey, so that when the boundary has returned to its original
position every particle in the fluid has also done so and the original pattern of dye is
reproduced” [32].

A very important consequence of reversibility in biology is that the ordinary
swimming motion done by an idealised swimmer with a rigid tail could not produce
forward motion in a non-inertial fluid, since any propulsion created by the swimmer
when the tail moves left is exactly cancelled when it moves right, as demonstrated
in [31]. This is a consequence of the “Scallop theorem” fundamental to the study
of the locomotion of microscale organisms [11].

One can use reversibility to derive basic properties of solutions to the Stokes
equations without finding the solutions explicitly. Take the case of a rotating, but not
translating, sphere immersed in fluid governed by Egs. (2.6) and (2.7). This situation
is illustrated in Fig.2.1. We might ask how much force such a sphere would feel.
Here we mean the force exerted by the fluid on the sphere owing to stick boundary
conditions on its surface. This hydrodynamic force needs to be balanced by the
opposite external (non-hydrodynamic) force acting on the sphere. Through the use

-
y

Fig. 2.1 A solid sphere rotating without translations near a solid wall. Reversibility implies that
the sphere does not feel any external force perpendicular to the wall
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of superposed reversibility and symmetry transformations, we can discover that in
this situation the answer is that the sphere would not feel any hydrodynamic force
in the direction perpendicular to the wall [33]. This can be proven by contradiction.
Suppose Fy # 0. Notice that if we put the origin at the centre of the sphere, the
system is symmetric for the transformation y — —y. This reflection reverses the
rotation of the sphere, but leaves the x-component of the force the same. Now apply
the reversibility transformation. The rotation is now reversed back to the original
sense. The force vector should have the opposite direction. The result is that the
sphere is at the same position, has the same physical rotation, but opposite F. This
is a contradiction. This argument shows how reversibility and symmetry arguments
can be combined to put strong restrictions on Stokes flow [33, 34].

We can also apply reversibility arguments again to the case of a sphere which
moves under a constant gravitational force parallel to a solid wall. Applying the time
reversal, we now reverse also the direction of the sphere velocity and force. By the
same argument above, i.e. by combining the time reversal with the reflection with
respect to the plane y = 0, there will be no velocity in the direction perpendicular
to the wall; the sphere will keep translating parallel to the wall [34]. This reasoning
applies to the study of sedimentation of a slowly moving particle of any shape and
material symmetric with respect to reflection in the plane y = 0 [33, 34]. We have
demonstrated that reversibility has observable consequences which do not require
elaborate constructions.

2.3.2 Irreversible Trajectories in Stokes Flow

Applying reversibility, one must take care that reversibility applies to time and
forces. In particular, the paths that particles take need not be reversible in time even
though the Stokes equation is reversible in time. As an example, consider the system
shown in Fig. 2.2: two spheres of the same radii—one fixed and another one settling
from above under gravity. For non-touching spheres, trajectories of the moving
sphere centre are symmetric with respect to reflection in the plane z = 0. Under
the time reversal, the gravitational force is reversed and the sphere centre moves
backwards along the same trajectory. However, reversibility of the trajectories is
broken when two spheres come so close to each other that their surfaces interact
by direct forces, such as van der Waals attraction or mechanical reaction of rough
surfaces at the contact [35-39]. The reason is that central direct forces are not
symmetric with respect to superposition of the time reversal with reflection in the
horizontal plane z = 0.



2 Basic Concepts of Stokes Flows 41

Experiment: Trajectory of the moving particles centre

X

-4 -2

Fig. 2.2 Experimentally observed trajectories of the centre of sphere settling under gravity in a
silicon oil towards another fixed sphere of the same radius. Top: reprinted by permission from
Ref. [36]. Copyright Kluwer Academic Publisher (2002). Bottom: reprinted with permission from
Ref. [37]. Initally, the line of the sphere centres is inclined with respect to gravity. For a large
inclination, the surfaces of the spheres are always separated by a fluid, and the trajectories are
reversible. However, if the initial inclination is small enough, after some time the surfaces come
into contact and the resulting direct forces break the reversibility of the trajectories
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2.4 Minimum Energy Dissipation Theorem

We will now give a “variational” view of Stokes flow. A solution to Stokes
equations (2.6) and (2.7) is the unique divergence-free vector field that minimises
the extensive energy dissipation rate (that is, the energy dissipated by the bulk
of the fluid) [20]. In this section, we will state this minimum energy dissipation
theorem precisely and sketch a proof. After that, we will apply it to derive “inclusion
monotonicity”, a principle about particles moving through Stokes flows.

2.4.1 Statement

Consider a fluid filling a volume V with an impermeable boundary 0V = S. Letu be
the velocity of a Stokes flow defined by Egs. (2.6) and (2.7). Let v be a divergence-
free vector field describing a flow in V with the same boundary conditions as u. The
minimum energy dissipation theorem is

e" <€ (2.9)

where €" is the extensive energy dissipation rate of the Stokes flow and €V is the
extensive energy dissipation rate of the other flow.

For an excellent discussion of how these relations for the change of internal
energy over time are established physically, see section 3.4 of [18]. For now we will
simply use the fact that for an incompressible fluid, the intensive energy dissipation
rate (i.e. the energy dissipated per unit volume) & is

DY = 2ye" : et (2.10)
®Y =2ue’ ;€' (2.11)

where e is the rate of strain tensor for the Stokes flow u given component-wise as

e}; = %(g%; + gl—;l’) (and similarly for e;’j) and : is the double dot product. Integrating

® over V gives the extensive energy dissipation rates €, so that
" = / ovdV (2.12)
= / oYdv (2.13)

Having thus connected the energy dissipation rate to the mechanical properties of
the flow, we can now discuss the proof of Eq. (2.9). Because the minimum energy
dissipation theorem is proven and discussed in many textbooks, such as [20], we
will only give a brief outline. One starts by demonstrating

/(e,.vj —ef)eldV =0 (2.14)
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from Green’s theorem, the divergence theorem and Stokes equations (2.6) and (2.7).
Then one subtracts Eq. (2.14) from the extensive energy dissipation rate for v and
rearranges

2M/el.vjel.vjdv = 2“/ (efjel; — (e}, — el )dV 2.15)
= 2M/ (efjef; + (ef; — eijef;)dV (2.16)
= 2“/ (efiels + (ef; — elhel — (el — ef)efs)dV (2.17)
= 2u/ (efels + (ef; — €f)?)dV (2.18)

Which shows that 2 [ (el.vjel?'j - e}‘je}‘j)dv > 0, which by Egs. (2.10) and (2.11) is
the same as

/ (®y — Py)dV >0 (2.19)

By Eqgs. (2.12) and (2.13), one sees that Eq. (2.19) is the same as Eq. (2.9), the
minimum energy dissipation theorem.

2.4.2 An Application of the Minimum Energy Dissipation
Theorem

One advantage of variational principles such as the minimum energy dissipation
theorem is that they can be used to describe the behaviour of general rigid bodies
in a Stokes flow. We will give an example through the principle of “inclusion
monotonicity”. If one particle is large enough to completely contain another particle,
then we can compare the magnitude of the so-called drag force resulting from a
Stokes flow. Inclusion monotonicity follows from the minimum energy dissipation
theorem, which we will now show in a manner following [20].

Let a rigid particle 1 take up a volume V) with surface dV; = §; and compare
with the flow around rigid particle 2 taking up a volume V, with a surface 9V, = S.
They are undergoing the same translational motion with velocity w without rotation.
The fluid is described by Stokes equations (2.6) and (2.7). Further, the particles have
no-slip boundary conditions on their surfaces. The forces the fluid flow exerts on
these particles are

f1 = fﬁ] -nldSl (2.20)

f, = %O’z -md Sy 2.21)
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where o; is the fluid stress tensor and n; is the normal coming out of surface of
particle i. The force of the fluid on the particle has the same magnitude but opposite
direction.

Inclusion monotonicity principle: If Vo, C V|, then f, -w<f; .-w
(2.22)

The drag is the component of the fluid force on the particle in the direction of
w [17]. One can see by dividing through by |w/| that inclusion monotonicity relation
Eq. (2.22) gives that the magnitude of the drag force on particle 1 is greater than
magnitude of the drag force on particle 2. Proof of inclusion monotonicity principle
Eq. (2.22) is illustrated in Fig. 2.3 and given below.

Let u; be the Stokes flow around the larger particle 1 and u; be the Stokes flow
around the smaller particle 2. The energy dissipation rate per unit time in the fluid
is proportional to the drag [20]

" =f -w (2.23)
e =f.-w (2.24)

w
w

Particle 1 I_:’art
icle
2
V1 V2
u, u, v=u,

Fig. 2.3 Proof of inclusion monotonicity principle, illustrated. Three panels are drawn with
particles in grey and fluid in white. In panel 1 and 2 particle 1 and particle 2 displace volumes
such that Vo C V;. The particles are moving with the same velocity w—shown with white tipped
arrows—creating fluid velocity fields u; and up shown with black tipped arrows. The last panel
depicts a non-physical velocity field v which is equal to u; outside of V; and win V| — V,
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From the above equations it is easily seen that Eq. (2.22) is equivalent to €"2 <
€"!. However because these are Stokes flows for different geometries, the energy
dissipation rates cannot be directly compared. Therefore, we will construct a (non-
physical) vector field v in order to compare the energy dissipated by the motion
of the two particles. Define v piecewise to be u; outside of V; and v = w, the
translational velocity, inside of V| — V,. The vector field v is continuous because of
the no-slip boundary condition. Now we will compare the energy dissipation rates
of the different vector fields u,, u; and v.

We start by comparing uj and v. Because v is rigid body motion on Vi — V,, v
does not dissipate any energy there. Outside that set, v = u;. Therefore

' =M (2.25)

We now move on to the comparison between u, and v. By definition, outside
of V1, v. = uy which is a divergence-less vector field. On V| — V», v is constant,
so it is automatically divergence free there. Therefore v is a divergence-free vector
field defined on the same volume of fluid as u,. Therefore, by minimum energy
dissipation theorem we have that v cannot dissipate less energy than uy, i.e.

e < €Y (2.26)

Substituting the formulas for the energy dissipation rates Egs. (2.23) and (2.24) into
the above gives inclusion monotonicity Eq. (2.22).

2.5 Limits of the Stokes Approximation

2.5.1 Example of a System Where the Stokes Approximation
Does Not Work

The examination of the validity of the Stokes approximation is very revealing of
the logical structure of the features of Stokes flow (negligibility of inertial forces,
reversibility and the minimum energy dissipation theorem). The most dramatic
setting to consider is the famous “Stokes paradox”. This paradox arises in the
uniform Stokes flow past an infinite rigid cylinder. Suppose that such a cylinder is
translating through a fluid with constant non-zero velocity ug and has “no slip” on
its surface. We suppose that very far from the cylinder, the fluid is at rest: u(x) — 0
as x — oo. Unfortunately, there is no solution to Egs. (2.6) and (2.7) consistent
with these boundary conditions [16, 19]. In a more general context, Stokes paradox
occurs when a non-trivial two-dimensional solution of the Stokes equations (2.6)
and (2.7) has no-slip boundary conditions on an object whose surface is a simple
closed curve. The velocity is then necessarily logarithmically unbounded as one
gets far from the object [18, 40]. More physically, Stokes paradox occurs because
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the energy dissipated by the cylinder does not decline far from the particle—in other
words, due to the minimum dissipation principle.

Other Linear Flow Equations

Because the Stokes approximation is not always justified and Navier-Stokes
equations (2.1)—(2.2) are mathematically complicated, it is desirable to have other
linear equation systems for fluid flow. We will very briefly give two such example
systems in which Stokes paradox demonstrably does not occur but are still tractable:
the Oseen and Brinkman equations.

We start with the well-known Oseen equations [19]. Let there be some constant
background flow us, imposed on the fluid. As mentioned before, the Navier—Stokes
equations give that the inertial force have the nonlinear form p(u - V)u. If the
characteristic velocity of the flow is much less than |us|, then the main component
of inertia is the resistance of the fluid flow against the background flow. We can
decompose the local flow as u = U, + u? and call u® the Oseen flow. The inertial

force has therefore p [(u00 +u9)- V] W2 4uy) = p(Us-VIU? +p (s - V)us +

,o(uo - Vueo + ,o(uo - V)u?. Because u is constant, the middle terms are zero.
Furthermore, we are looking for a linear equation, we assume that [u?| < |us|.
Therefore, we can neglect the nonlinear term. We use the term p (U - Vu? to
incorporate inertial forces into linear equations. The equations resulting from the
addition of this term to Eq. (2.6) are termed the Oseen equations [41, 42]. The Oseen
equations for a steady, incompressible fluid have the form

p(Us - VIU? = uv2u? — vp? (2.27)
v.u? =0

where p? is the pressure associated with such a flow.

There are considerations other than inertial forces that one can take into account
for fluid motion in systems described by linear equations. For example, fluid flows
in porous media can be described by linear equations. The solid skeleton causes an
additional hydrodynamic resistance, which in the Brinkman model of porous media
is introduced as a new term. This results in the following equations for fluid velocity
u? and fluid pressure p&:

uvViuB — vpf = cu® (2.28)

v.uf =0

where c is the ratio of the fluid dynamic viscosity and the permeability of the porous
media.
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2.5.2 Departures from Reversibility Caused by Inertia

The Stokes approximation—which involves the deliberate neglecting of inertia—
cannot be applied to systems in which inertial forces materially contribute to motion.
This can be seen in flow visualisation. In symmetric environments, reversibility
implies that the flow will also be symmetric [33]. For non-Stokes flows (i.e.
Re > 0), the symmetry in the flow lines breaks down [43]. This departure from
reversibility grows with the Reynolds number [44].

Reversible flow was shown in Sect.2.3.1 to have the interesting property that a
spherical particle under an external force parallel to a wall would not experience any
lateral motion. In an inertial flow, however, a spherical particle tends to drift away
from walls, breaking the reversibility, and causing the “tubular pinch effect” [44],
with a different pattern of fluid streamlines.

In the analysis given in Sect.2.3.1, a sphere rotating in a non-inertial fluid was
considered. This leads to a reversible, time symmetric fluid flow [33]. However, a
sphere (or a cylinder) which experiences inertial effects while rotating will create
an irreversible flow. The inertial forces will cause the cylinder to irreversibly create
vortices, which then interact with the rotation of the cylinder in a complex, non-time
symmetric way, as shown in Ref. [45].

2.5.3 Accelerating Fluid Example

Even when the Stokes approximation is mathematically coherent, one should think
with care how to interpret their results. As an illustrative example, consider a fluid
contained within an infinite, impenetrable cylinder with radius R rotating with
angular velocity €2 and with no-slip boundary conditions at its surface. The explicit
solution of the Stokes equations has the form,

S = Qré (2.29)

pS=c (2.30)
where ¢ is a constant and 6 is the unit vector in the azimuthal direction of the
corresponding cylindrical coordinates. The flow velocity is, effectively, rigid body
rotation. Pressure is constant in space and therefore there are clearly no centrifugal
forces in the radial direction.

Moving on to consider the Navier—Stokes equations, we find that the solution
becomes

uVs = Qré (2.31)

pNS =—p Q%4 ¢ (2.32)
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Like the Stokes case, the fluid is undergoing rigid body rotation. But now a
centrifugal force appears in the form of a pressure gradient in the radial direction.
The Stokes solution (uS , pS ) has no forces in the radial direction, but in practice
we would expect a centrifugal force in the presence of rotation. In the steady
Navier—Stokes case, the centrifugal force per unit fluid volume is pressure gradient.
Therefore, the centrifugal term pN S is much more realistic than the constant
term p°.

2.6 Conclusions

Summarising, various properties essential to the understanding of Stokes flow,
have been discussed, including negligibility of inertial forces, reversibility and
the minimum energy dissipation theorem. Illustrative examples related to these
properties have been provided: irreversible trajectories in Stokes flow, inertial terms
for the fluid flow generated by a rotating cylinder, force on a rotating sphere close
to a solid plane wall, Stokes paradox, energy dissipation for particles of different
shapes. The meaning and the limits of the Stokes approximation have been discussed
in the context of more general equations.

We will conclude with some analysis of the logical relationship between the
assumption of the negligibility of inertial forces, the assumption of reversibility and
the minimum energy dissipation theorem.

The assumption that a flow minimises the energy dissipation rate entails that the
flow satisfies the Stokes equations. This means that minimum energy dissipation
implies both reversibility and the negligibility of inertial forces. Stated contrapos-
itively, irreversible flows or flows with inertial forces dissipate more energy than
Stokes flows.

Furthermore, reversibility implies the negligibility of inertial forces. This is
equivalent to saying that the presence of inertial forces implies irreversibility. Any
term proportional to p (u- V)u, the inertial force term in the Navier—Stokes equation,
will make a flow irreversible.

However, neither negligibility of inertial forces nor reversibility does not imply
the minimum energy dissipation theorem. Like the Stokes equations (2.6) and (2.7),
the Brinkman equations (2.28) and (2.29) are reversible and do not contain inertial
terms. But one can now simply apply the proof in Sect. 2.4.1 by substituting u? for
the general solenoidal vector field v to find that the Brinkman flow dissipates more
energy than the Stokes one. This also shows that, counterintuitively, reversibility is
not sufficient to achieve the minimum energy dissipation achieved by Stokes flows.
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The qualitative behavior of charged particles in a vacuum is given by Earnshaw’s theorem, which states

that there is no steady configuration of charged particles in a vacuum that is asymptotically stable to

perturbations. In a viscous fluid, examples of stationary configurations of sedimenting uncharged particles

are known, but they are unstable or neutrally stable—they are not attractors. In this Letter, it is shown by

example that two charged particles settling in a fluid may have a configuration that is asymptotically stable

to perturbations for a wide range of charges, radii, and densities. The existence of such “bound states” is

essential from a fundamental point of view and it can be significant for dilute charged particulate systems in

various biological, medical, and industrial contexts.

DOI: 10.1103/PhysRevLett.121.254502

Earnshaw’s theorem gives fundamental insights into the
stability of charged systems. Introduced in Ref. [1], the
theorem states that there is no stable equilibrium of charged
particles distributed in a vacuum without a boundary.
An informal reading is that electrostatic interactions are
inherently destabilizing and one must add, e.g., boundaries
or stabilizing forces [2]. Historically, Earnshaw’s theorem
informed the development of models of the stability of
matter and studies of qualitative features of charged
systems [2,3]. Finding the stable configurations allowed
by Earnshaw’s theorem when a spherical boundary is
imposed—the “Thompson problem”—is an active field
[4]. Earnshaw’s theorem underpins classical models of
Wigner crystallization (for instance, see Ref. [5]). It even
allows one to find quantitative limits on parameters for
stable classical models of complex molecules [6]. In this
Letter, we show that the presence of an unbounded
electrically neutral fluid can stabilize systems of charged
microparticles.

At micro and nano scales, both active “agents” and
passive objects, whether of biological [7-9] or inorganic
materials [10,11], and naturally or artificially made, have
been modeled theoretically as particles in a fluid. In
general, such particles can have complex shapes and be
deformable. Their rich dynamics have been extensively
investigated [12-19]. The development of microfluidics,
Lab-On-Chip technologies [20], and advances in medicine
and the design of innovative materials and devices—e.g., to
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carry drugs [21] or treat wastewater [22]—depends on this
research.

The concept of a noninertial “Stokes flow,” introduced
in Ref. [23], holds a central place in the theory of the
dynamics of micro and nano particles [24,25]. In particu-
lar, Stokes equations are widely used to determine the
influence of a viscous fluid on the dynamics of particles
experiencing external forces, such as gravity or in a
centrifuge [14,26-30]. For a single particle, Stokes flow
is an appropriate model when the particle has reached
its terminal velocity, its so-called Stokes velocity. The
terminal velocity is reached swiftly at a microscale.
In systems of microparticles in a Stokes flow, the velocity
of each particle is a linear combination of the forces
on every particle. The coefficients of this combination
depend on positions of all the particles.

The goal of this Letter is to find asymptotically stable
configurations of two sedimenting charged particles. The
existence of such “attractive states” (configurations such
that if the particles were disturbed from this configuration
then they would tend to return) may be of a great
significance for sedimenting suspensions that exhibit
electrostatic interparticle interactions.

First, we briefly outline known results for uncharged
particles. Owing to reversibility of Stokes equations,
identical spherical sedimenting particles can form steady
configurations, such as, e.g., horizontal regular polygons
made of arbitrary numbers of particles [31]. More simply,
any arrangement of two identical particles in free space is
steady. However, these steady configurations are, at most,
neutrally stable, and therefore are not attractive.

The more interesting case of two spherical uncharged
sedimenting particles with different radii and densities was
examined in the seminal paper [32]. If the particles are far
enough from each other that their interaction can be
neglected, then particle A with a larger Stokes velocity

Published by the American Physical Society
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will fall faster than particle B with a smaller Stokes
velocity. Intuition may suggest that if particle A is above
particle B with their centers in a vertical line, then they will
tend to approach each other no matter what their distance.
Counterintuitively, it was found that, in a certain range of
parameters, the particles do not tend to touch each other
(in an infinite time) but instead “capture” each other at a
distance a bit larger than the sum of their radii [32]. Even
more surprisingly, particle A can move slower than B if the
interparticle distance is smaller than its steady value. In this
uncharged system, vertical steady configurations are stable
against vertical, but unstable with respect to horizontal,
perturbations.

The main idea of this Letter is to introduce charge to such
a system, to find a steady vertical configuration and check
if electrostatic attraction between the particles will cause
them to come back to the steady configuration if perturbed.
In the following, we will show that indeed this is the case—
we discover stable configurations. Counterintuitively to
Earnshaw’s theorem in vacuum, electrostatic interactions
between charged particles in fluids can play a stabiliz-
ing role.

We now introduce a model of two charged, spherical
particles settling under gravity in a fluid of dynamic
viscosity u. We assume that Brownian motion, fluid
compressibility, and inertia are irrelevant, and we describe
the fluid flow by the Stokes equations [24,25]. Thus, the
external forces on the particles are in balance with the fluid
resistance forces, and therefore the dynamics of particles is
described by a system of first order differential equations.

We denote particle radii by a; and a,. Let M; and M,
represent the mass of particle 1 and 2. The reduced density
of each particle is the difference between its density and
the density p of the fluid. Similarly, m; = M, — %n’a?p and
my = M, —3zazp are the reduced masses. We assume
my > 0 with other cases covered in the Supplemental
Material [33]. Let r; and r, be the positions of the centers
of particle 1 and 2. Then the relative position is
d =r, —r;. We choose a coordinate system so that the
particle centers and the direction of gravity are in the plane
y =0 and Z is a unit vector pointing antiparallel to the
constant gravitational field g. We can now write the
superposition of electrostatic and gravitational forces on
the particles 1 and 2

f, = —kq1q» —mg (1)

da
ap

f, = kg9, mygz, (2)

d
df?
where k is Coulomb’s constant, g; and ¢, are the charges
on particles 1 and 2, |v| is the length of any vector v, and
g = |g|- Assuming pointlike charges, we consistently take
a point particle approximation for the interaction with the

fluid [25,34], and we obtain the following system of
ordinary differential equations (ODEs):

1 1
rh=—=aG-f f 3
r 87 2+67r/4a1 1 (3)
e Gt — 4)
27 8au " erua,

where G;; = 8,;/|d| + d;d;/|d|? is the Green tensor for the
Stokes equations in an unbounded fluid [25]. The total
velocity of each particle has a mutual part that depends on
the force on the other particle and a self-part that depends
on the force on the particle itself. Notice that it is necessary
to take into account the particle radii in the self-terms.
Because of the translational invariance of the system G
depends only on the relative position d. We are interested in
the relative motion, which satisfies the following ODEs

:L _2’“]16]2
au \ |dJ?
1 kqig (1 1 my my\
-—| - —+—|d ——— gz ). (5
67fﬂ< d? a1+02 " a a )’ )
Before we examine the properties of Eq. (5), we describe
physical properties of the system using nondimensional

parameters, which are independent of each other and
constant during particle motion

G-d+(m2—m1)gG~i>

a m
]/:—, 6:—,
as my

__ kq1q>
L’m,g’

so that y is the ratio of particle radii, ¢ is the ratio of reduced
particle masses, and /3 is the ratio of characteristic Coulomb
force F, = —kq,q,/L* to the characteristic gravitational
force F\y = m,g. The sign of F, is chosen to be positive
when the charges attract each other. There are some
physically interesting functions of these parameters. For
instance, the ratio of reduced densities is §/y° and the ratio
of Stokes velocities is /.

We now choose the units

myg
L = s V = 7
a, +a 6mul (7)

where L—the characteristic length—is the distance the
particle centers would have if the particle surfaces were in
contact, and V is a characteristic velocity. These scales
define a characteristic timescale 7 = L/V. Notice that
changing the viscosity u modifies only the velocity and
timescales. The nondimensional parameters [Eq. (6)] are
invariant. In the Stokes regime, changes in viscosity do not
alter the paths on which the particles move but only the rate
at which they move on said paths [24,25].
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Finally, we nondimensionalize the relative position
a=— (8)

so that, if the particle surfaces were in contact, a| =1.We
can now write Eq. (5) involving only the nondimensional
ratios

.3 3 . (L 47)

4

where G;; = 6;;/|e| + a;a;/|a|* and from now on the dot
denotes derivative with respect to nondimensional time
ratio ¢/T.

We now analyze Eq. (9) and discover a class of vertical
configurations that are stable to any perturbation.

We denote a nondimensional stationary configuration
by a* = a*Z, with a* > 0. Our convention is then to assign
label 2 to the particle with larger Z component in the steady
state. To examine the stability of such a configuration, we
investigate how the system evolves if we have a first order
perturbation € in the direction perpendicular to gravity and
a positive component « in the Z direction (not necessarily
close to a*). If @ = eX + a,2 and we neglect second and
higher order terms in ¢ then a = |a| = /&? + € ~a..
With this, Eq. (9) becomes

¢ = gla)e (10)
a=f(a) (11)
where

:6;//}—2/}(1 +7)2a+3y(1-8)a® =2(y=8)(1+y)a®

fla) e

(12)

_ 12yp—4A(1 4 y)*pa+ 3y(1 - 8)a?
o 4ya )

g(a)

(13)

In the numerator of f the four terms are, consecutively, the
mutual and self-parts of velocity arising from electrostatic
forces, and the mutual and self-parts of velocity arising
from the gravitational forces. This is similar for g, except
that there is no self-part of horizontal velocity arising from
vertical gravitational force.

For any system of differential equations of the form (10)
and (11), if g and f are continuous, then the condition for
a* = a’7 to be an steady state is

fla) =o. (14)

A B C D E F G H
e & o o o o o o o
. © (]
o) @ o
@

o

FIG. 1. Examples A-H illustrate stable stationary configura-
tions of charged particles settling under gravity in a Stokes flow
for the parameter values listed in Table I. Gravity points down.

If f is continuously differentiable and g is continuous in an
open neighborhood of a steady state o, then a* is stable if
and only if

gla*) <0 (15)
f(a¥) <. (16)

A proof that Egs. (14)—(16) are necessary and sufficient for
local asymptotic stability [35] is given in section II of the
Supplemental Material [33].

Finally, we impose the feasibility condition

| <a (17)

in order to rule out ghostlike overlapping particles.

We now demonstrate that there exist solutions to
Egs. (14)—(17). We provide examples of stable stationary
feasible configurations in Fig. 1 with the parameters in
Table I. In Fig. 1, the density of particle 2 is held constant
and painted black, while brighter colors are used to
represent denser particles. Similarly, radius a, of the upper
particle is taken to be the same across columns and the
radius a; of the lower particle is drawn to scale.

In case A, small § and y are chosen. This corresponds to
the higher particle being much larger and more massive
than the lower particle. Case B shows that stability is
possible when 6 = y. This corresponds to particles that

TABLE 1. Positions and parameters of the stable stationary
configurations shown in Fig. 1.

a* B 5 v 5/y s/7

A 25 0.160... 0075 0.1 075 75

B 12 0.45 05 05 1 4

C 124  218... 05 051 0980... 3.76...
D 3 0.361... 05 054 0925.. 3.17...
E 103  0930... 1.1 06  1.83.. 509...
F 25 0.523... 1 075 133... 237...
G 124... 0.125 0.875 0.885 0988... 1.26...

4.13...
H 233... 000997.. 098 0988 0.998... 1.02...
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have identical Stokes velocities. Next we look at cases C
and D where the separation distance a* is large. Cases E
and F give examples where §/y > 1, so that the lower
particle has a greater Stokes velocity than the upper
particle. Case G illustrates that, for the same parameters,
two distinct stable stationary configurations can exist.
In case H, y~ 1, 6~ 1, and f~0, showing that there
are stable stationary configurations very close to the classic
case of two identical uncharged particles.

Now that we know that the solution set is nonempty,
we investigate the range of parameters consistent with
a stable feasible steady configuration. The range will
come directly from the necessary and sufficient conditions
[Egs. (14)—(17)]. The physical implications of these bounds
will also be discussed.

We start with the ratio of characteristic electrostatic to
characteristic gravitational force f. By manipulating the
conditions [Eqs. (14)—(17)], one can see

L= 3f(a) @l () + 29a)] > 0. (18)

Therefore, if a solution exists, then f > 0. This means
that the particles must attract each other in order for the
system to be stable, in agreement with our predictions that
motivated this Letter. This is also important because it
allows for stable systems that have a zero net charge,
g1+ 4, =0.

Next, we show that the ratio of reduced masses 6 > 0.
We use that f(a*) — a*g(a*) > 0 to solve for a bound on §
to get

3y —4y(1+y)a*

o> > 0,
3y —4(1 +y)a*

(19)

because the denominator and numerator are both neces-
sarily negative if y > 0 and a* > 1. This demonstrates that
if m, > 0, then m; > 0. In the Supplemental Material [33],
we extend this to show that stable doublets can exist only in
the m, > 0 and m; > 0 case and the symmetric case when
buoyancy dominates over gravity m, < 0 & m; < 0.

Moreover, the upper particle must have a larger radius
than the lower particle

y <L (20)

The demonstration is somewhat tedious, so it is given in
the Supplemental Material [33].

If we divide both sides of Eq. (19) by y°, we can use
y < 1 and Eq. (17) to show that the middle term in Eq. (19)
will be larger than 1. Therefore,

3—4(1+p)a*
By —4(1 +y)a)y?

This means that the lower particle has to be more dense
than the upper one. This has the interesting implication that

/7% > > 1. (21)

v =0.3
0.3} ] 1
0.8
0.25
© 06
0.2t ) 0.4
0.2
1 1.5 2 25 3 3.5 4
o
v =0.6
12 1 1
1l 0.8
o
0.6
0.8
0.4
0.6
0.2
1 1.5 2 2.5 3 3.5 4
a*

FIG. 2. Regions of stable steady states in parameter space
are plotted. Given y and 6, the shade at a point is chosen by
characteristic force ratio ff necessary to stabilize the system at a*.
If no amount of charge would stabilize a system with the given
parameters, the point is left white.

in our model stable doublets only form between particles of
different material.

With these bounds in mind, we give Fig. 2 in order to
illustrate the way a* and the parameters o, y, and f are
interrelated. These plots visually demonstrate that the set
of parameters that allow a feasible stable steady state is large.
One can also see that there exist stable stationary configu-
rations in the “tail” where a* gets large. Examination of
this tail introduces some facts of physical interest. By
expanding the relations [Egs. (14)—(17)] in powers of
1/a*, we deduce that, in the tail, the upper particle must
have a slightly greater Stokes velocity than the lower one:
1—=(8/y)~3(1—y)/[4(1 +y)](1/a*) < 1. Looking at
the ratio of forces, we see that f~3y(l—y)/
[4(1 4+ 7)?Ja* > 1 in the tail. This means that in the tail
electrostatic interactions are strong relative to gravitational
force. This demonstrates how electrostatic forces can stabi-
lize a doublet even when the distances involved are large.

In another limit, we keep a* constant and move values of
0 and y closer and closer to unity. In this limit, the ratio of
Stokes velocities 5/y and relative densities §/y> approach
1—that is, the particles get more similar. As a consequence
of Eq. (14), B scales down to < 1. We are seeing
therefore that a small charge can be expected to stabilize
the system in this limit.

In order to aid physical intuition in interpreting the above
results, we will demonstrate the role of charge in stabilizing
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a system of settling particles. For an uncharged system, the
analog of Eq. (14) is 3y(1 —=8) =2(y = 6)(1 +y)a* = 0.
The first and second terms are the contributions of gravity
to the mutual and self-parts of velocity. The semistability
condition—the analog of Eq. (16)—can be combined with
the analog of Eq. (14) to get —2(y —48)(1 +y) <0.
Therefore the semistability condition entails the ratio of
Stokes velocities §/y < 1, so that the self-term tends to
bring the particles together. We also have that 6 < 1;
therefore the mutual term must tend to push the particles
apart. These contributions to the velocity balance exactly at
a certain distance o’. However, if the particles are perturbed
even slightly in the horizontal direction, the story is
different. The analog of Eq. (16) is 3y(1 — ) < 0, which
cannot be satisfied if 6§ < 1. The horizontal velocity—
which contains only this mutual term—is tending to push
the particles apart. There is no asymptotically stable o*.
At o the system is “semi-stable”—it is stable only to
perturbations in the vertical direction. For example, o
~5.21... in the uncharged system H’, which has the same
mass ratio ¢ and ratio of radii y as system H given in Table I
and illustrated in Fig. 1.

Now consider adding a very slight charge to the system
so that = 0.00997..., in other words system H. In a
vertical arrangement, the electrostatic force adds to the self
and mutual contributions to velocity without changing their
signs, so that the first thing we find is that the stationary
configuration of the system contracts to a* ~2.33.... Now
consider horizontal perturbations. There are two electro-
static contributions to the horizontal motion. A mutual
term, 12y = 0.118..., which tends to push the particles
apart and a self term, —4(1 + y)*fa* = —0.367..., which
tends to bring them back. As before, the gravitational
contribution to horizontal velocity, 3y(1 — 8)a® = 0.225...,
tends to push the particles apart. The restoring term
dominates. Therefore, system H is stable.

In this way, we have demonstrated ostensively how
settling charged particle systems (even with small charge)
can have qualitatively new behavior (local asymptotic
stability) absent in their uncharged counterparts. It
applies also to semidiluted polydispersed suspensions of
microparticles.

The core prediction of the model presented in this
Letter is the formation of stable asymmetric doublets.
The existence of such doublets is experimentally testable.
These doublets are not stable without charge, indicating the
novelty of the settling dynamics explored here.

In future work, we will expand the model to include
electrostatic screening and precise treatment of hydro-
dynamic interactions between hard spheres with stick
boundary conditions, applying the multipole expansion
corrected for lubrication [36]. We will also investigate the
influence of charge on essential features of the dynamics,
such as existence of periodic motions [32].
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Correction

Table I should read

Table 1: Positions and parameters of the stable stationary configurations shown in Fig.1.

a’ B 0 v /v o/’
A |25 |0.160.. |0075|01 |0.75 |75
B|12 |045 05 |05 |1 4
C 124 |1.12.. 05 | 0.51 |0.980... | 3.76...
D |3 0.360... |05 |054 |0.925...3.17...
E[1.03 |0930.. |11 |06 |183. |5.00..
F |25 |0212.. |0.72 |0.75 |0.960... | 1.70...
G ﬁg 0.125 0.875 | 0.885 | 0.988... | 1.26...
H | 2.33... | 0.00997... | 0.986 | 0.988 | 0.997... | 1.02...

"Cases E & F give examples” should be ”Case E gives an example”.



Stable Configurations Of Charged
Sedimenting Particles: Supplemental
Material

C I Trombley & M L Ekiel-Jezewska
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Pawinskiego 5b, 02-106 Warsaw, Poland

1 Searching For Feasible Stable Stationary States
When Particle 2 Is Not More Dense Than The
Surrounding Fluid

In the text we assumed that the reduced mass mo of particle 2 was greater than
zero - i.e. particle 2 was more dense than the fluid. In this section, we will
examine the dynamics for my < 0. When particle 2 is not more dense than the
fluid, the normalization scheme used in the text is not applicable because the
characteristic velocity scale must be positive and finite. We now will consider
four remaining cases: Case 1 moy < 0 & mq < 0, Case 2 moy < 0 & my > 0,
Case 3 mo =0 & mq > 0 and Case 4 mq; = mg = 0.

Table 1: We summarize our results in this table. First we show whether there
exist feasible stable stationary state. Next, we give where to find a proof.

ma

<0 =0 >0

<0 Yes: No: No:
Case 1 | Case 1 | Main Text

my | =0 No: No: No:
Case 2 | Case 4 | Main Text

>0 No: No: Yes:
Case 2 | Case 3 | Main Text

Case 1: my <0 & m; <0

We choose our new characteristic velocity as follows:



mig

Vv’ “GmiL (S.1)
And choose our non-dimensional parameters to be
a
v = af (S.2)
5 = % (S.3)
kq1qo
/8/ = Lgmlg (84)

This makes the dynamics of the system evolve according to the non-dimensional
ordinary differential equation

S B 3 NG . gLt Y)?
> = 2|a|3ﬂg'a+4(1_5)g'z_ﬁ ¥ af?
O =01 +7) 53,(1 +7), (S.5)

This equation is formally the same as the original equation (9), so the anal-
ysis can be repeated in exactly the same way as in the text with the appropriate
reinterpretation of parameters. In particular, there exist feasible stable station-
ary state with the conditions analogous to those in the main text.

We can derive 8/ > 0 & ¢’ > 0 as necessary conditions for stability as in
the main text. This rules out feasible stable stationary states when ms = 0
& my < 0. There can exist feasible stable stationary states when mo < 0 &
my1 < 0 and the charges are opposite in sign. In fact, there is a one-to-one
correspondence between the feasible stable stationary states in the ms < 0 &
m1 < 0 case and those that exist in the main text - i.e. in the mo > 0& my >0
case. In both cases, particle 2 is "above” particle 1 with respect to the sum of
gravitational and buoyancy force.

Case 2: mo<0 & m; >0

If particle 2 is less dense than the fluid and particle 1 not less dense - then there
again needs to be a change of parameters. We choose our new characteristic
velocity and characteristic force ratio:

mag

Vo= il (S.6)
y kqiqo
g’ = L2mag (8.7)

And choose the other parameters as before. We now get



. _ 3 " 3 o //(1"_7)2
* = 2|a|35 G-a-;01-0G-2-8 SlaP @
(v=9)1+9)

v

+ Z (S.8)

The stability conditions for this differential equation can be worked out as
in the main text. It will now be shown that there is no feasible stable stationary
state in this case. This will be a proof by contradiction. We start by finding
the conditions analogous to equation and inequalities (14) - (17) for our new
equation. The new dynamics will be of the form

¢ = Gla)e (S.9)
& = Fla) (S.10)

where G is analogous to ¢ in (12) and F is analogous to f in (13). Explicitly:

Gla) — 128" —4(1 + vj;i’;a —3y(1—8)a? (S.11)
678" = 2(1 +7)*8"a = 37(1 — d)a® +2(y = §)(1 +7)a”

2vad

Fla) =

(S.12)

Just as before, the necessary and sufficient conditions for a feasible vertical
asymptotically stable stationary state are

Fl@*) = 0 (S5.13)
Gla*) < 0 (S.14)
F'(a*) < 0 (S.15)

1 < o (S.16)

The first task is showing that if such an o* obtains, then §” > 0. Exactly
as (18) in the main text, we get

of:?’ =3F(a*) —a*(2G(a™) + F'(a™)) >0 (S.17)

Where the last inequality comes from combining all four conditions (S.13) -
(S.16). By (S.16), this entails 8" > 0.

Next we partition equation (S.13) into 0 = 2ya*3F(a*) = Zya* F'(a*) +
r1(a*) +ra(a*) where ri(a*) = —y(1—6)a*? and ra(a*) = —287(2(1+7)%a” —
97). Notice that, since v > 0 and é < 0, < 0. This and (S.15) imply ro > 0,
therefore



9 ¥ 9
* < < = S.18
C S22 T8 (5.18)
This also gives us a bound on v
—<y<2 (S.19)

2

We will now derive a bound on 1 — ¢ and show that the bound cannot be
satisfied if § < 0. Let A = (1-%#)2 and B = ﬁ The above bounds then
entail 2 < A < 1 and 1 < B < 2% To eliminate 3", we rewrite (S.13)
as 28" (a* — 3A)(1 +v) = 2a"?[(1 — 6)(a* — 2B) + (v — 1)a*]| Notice that
(" —3A) > 0. Therefore, inequality (S.15) becomes a*[(1—6)(a* — 2B)+ (v —
Da*] > 3(a* —34)[(1 = 6)(a* — B) + (v — 1)a*] Collecting the 1 — § terms on
one side gives

AQWfIMWaﬁfgﬂ>(L7&Bm*fBXMABAy7m*ngMﬂ(S%)

The term in the square brackets on the RHS is an increasing function of
a* in the relevant range. Therefore, the term in the square brackets is lower
bounded by its value at a* = 1, i.e. 3(1 — B)(1 —34) — (1 — 2B). This can
be seen numerically to be positive over the relevant range. Since the RHS of
(S.20) is positive, the LHS must also be positive. By (S.18), —2(a* — 3A) > 0.
Combining this with (S.20) gives v > 1. Further, the term inside of the square
brackets of (S.20) is positive, so we can get a function of v and a* which bounds
1-9

*

—2(y — Da*(a* —
3(a* — B)(a* — 34) — («

We will examine this bound by first showing the RHS is a decreasing function
of a* in the relevant range. The derivative of the numerator is —2(y —1)(2a* —
%A), which is negative. The derivative of the denominator is 4a® — 94 — %B ,
which is positive. Putting these together in the usual quotient rule - along with
the already established fact that the numerator and denouement are positive -
one sees that the whole derivative is negative. Therefore the right hand side is
upper bounded by its value at o = 1, giving a bound on 1 —§

A)

1-46<
—3B)a*

9
2 (S.21)

—2(y— 1)(1 - 34)
3(1—B)(1L-34) — (1— iB)

Numerically, the RHS has a maximum less than one, contradicting the claim
that § < 0. Therefore, there is no feasible stable stationary state in this case.

1-6< (S.22)



Case 3: mo=0& m; >0

We choose as a new characteristic velocity & characteristic force ratio

mi1g

v S.23
6mpL ( )
kq1qo

"= - S.24
B T2mig (S.24)

These choices give as a nondimensional dynamic equation

- 3 " 3 o " (1 + 7/)2

¢ 7 ep” 9T T GE

+ (1+9)z (S.25)

This equation is the same as (S.8) with 6 — 0, 8”7 — B and v — ~'.
Therefore there is no feasible vertical stable stationary state in this case.

Case 4: my=m; =0

If both particles are neutrally buoyant we have as a dimensional dynamic equa-

tion
1 2kq1q2 1 kg, 11
= — | = —G-d| —| — —+—)d
87m( |dJ? 67 p |d|3 (a1+a2)
Owing to the rotational symmetry of this system, there is clearly no feasible
stable stationary state in this case.

2 Necessity And Sufficiency Of Stability Condi-
tions

We now examine formally the local stability conditions for a class of systems that
evolve according to equation (9). We will show that (14) - (16) are necessary
and sufficient conditions for the stability of equilibria of the form a* = a*2Z.
We denote the relative position of the particles by o = a, 2 + ex. We assume
that € < 1 so that third and higher order terms in € of (9) are neglected. In
this approximation the dynamics are

a. = fla.)—éer(az) (S.26)
¢ = glaye (S.27)

where the algebraic form of f and g are given in equations (13) & (12) and the
forms of r is



6 36(1 2 3(1-96
ros) = ag— 5(27;;) + (2a§) (S.28)

The dynamic equations (S.26) & (S.27) are valid for ¢ < 1 and any o,.
However, it will become necessary to assume |a, — a*| < 1 to complete the
proof. It is important to notice that if a, > 0, then f(a,) is continuously
differentiable and g is continuous in an open neighborhood of a steady state a*.

That equation (14) and inequalities (15) & (16) are necessary for an stable
steady state a* is clear. If equation (14) does not hold, the system isn’t even
in a steady state. We now move on to the inequalities. Use the fact that, by
continuity, if these inequalities hold at a™ then they hold approximately in an
open neighborhood of a*. Suppose, for contradiction, one of the inequalities
(15) & (16) is violated. If we perturb the system in whichever direction the
relevant function is nonnegative, there will not be a restoring force in that
direction. This contradicts the claim that the system is stable.

We now check the sufficiency of inequalities (15) and (16). Call a system
"locally Lypunov stable” if the so-called Lypunov function V has a root at the
given stationary state a*, is positive off of the stationary state and has negative
time derivative in an open set around the stationary state. We examine the
simple Lypunov function V(a) = (a — a*)?. This obviously has the desired
properties V(a*) = 0 and V() > 0 if o # a*. Taking the non-dimensional
time derivative one finds

V(i) =2(a, — a*)al, + 2eé (S.29)

We will now show that this is negative in an open neighborhood containing

a*. We will do so by relating the above equation to the dynamics (S.26) &
(S.27). Start with the ¢ term. Combining (S.27) with (S.29), one sees that

V(a) =2(a, — a®)d, + 2g(a.)e (S.30)
We now move on to work out the a, term. From (S.26), one finds that (S.30)
becomes
V() =2(a, — o) f(az) +2g(az)e? — r(a.)(a, — a*)e? (S.31)
Finally we must assume that « is approximately a* so that (a, —a*)e? =~ 0.
Therefore the remainder term r(a,) disappears and one has
V(a) =2(a; — a*) f(az) + 2g(a.)e® (5.32)

If (15) holds, then the second term is negative. If (14) & (16) holds, then the
first term is negative in a neighborhood of «*. This demonstrates the sufficiency
of (14) - (16).

Therefore, (14) - (16) are necessary and sufficient conditions for this system
to have a locally asymptotically stable configuration at a*z.



3 Bounds For Ratio Of Particle Radii When The
Particles Are In Feasible Stable Stationary
States

We will now show that in the m; > 0 and mo > 0 case there are stable config-
urations only if the higher particle 2 is larger in radius than the lower particle
1 - i.e. the ratio of radii v = <= < 1. This will be a proof by contradiction. We
will start by showing that there cannot be a solution when v = 1. Following
this, we will establish that if v > 1 then a feasible, asymptotically stable steady
state does not exist.

3.1 Radii Cannot Be Equal

By way of contradiction, assume both v = 1 and there exists at least one feasible
attractive steady state configuration a* = a*2. We can now write (14) as

f(a*) = (4a* = 3)((§ — 1)a*? —28) = 0. (S.33)

The first term cannot be zero because of the feasibility condition (17). By
inequality (18), we know that 3 > 0. Therefore, a*? = 52 7- Therefore in order
for a feasible stable steady state to exist in the v = 1 case, one must have § > 1.

Take the derivative of (S.33) to find

f(a*) =4((6 — 1)a*® = 26) +2(6 — 1)a*(4a* — 3) (S.34)
The first term is zero by (S.33) and the second term is positive by § > 1

& (17). This contradicts inequality (16). Therefore, there cannot be a feasible
stable stationary state in this case.

3.2 Upper Particle Cannot Be Smaller Than The Lower
One In Feasible Stable Steady State

We move on to the v > 1 case. We will use proof by contradiction, supposing
that we have a set a*, 3, 0, v where v > 1 and conditions (14) - (17) obtain.
Recall that 8 and § must both be positive by inequalities (18) & (19). We will
start the demonstration by showing that v > 1 implies that 6 > 1. Then we will
show that conditions (14) and (15) combine in a way that contradict condition
(17).

We start by taking advantage of the fact that, by equation (14) and inequal-
ities (15) (17), f(a*) — a*g(a*) > 0. Simplifying, we find

(1—=6)(3y —4a*(1+7)) —4a*(v* —1) >0 (S.35)

Because of condition (17), 3y — 4a*(1 + v) < 0. Further, if v > 1, then
~2 > 1 so the second term is negative. Therefore, in order for the above relation
to hold, § > 1.



Now that we have § > 1, we aim toward eliminating 8 by writing (14) as

_3r
(1+7)?

The left hand side is negative, therefore the right hand side must be negative,
in other words

—2B8(1+v)*(a* — )= (2(7 =01 +vy)a*+3y(6 — 1)) a*? (S.36)

(y—1a* < (-1 — 2T (S.37)

Because v > 1, the left hand side is positive. Therefore, a* > -2, We

2 14y
now use equation (S.36) to eliminate 8 from (16). This gives that

37(7+9) 9y? > 9y
§—1)(2a* - o + <2(y—1a*(a* — ———) (S.38
=02t - TR+ () < -~ ) (599
The left hand side must be positive or non positive. Because § > 1, if the
the left hand side in the above inequality is positive, then one can combine the
above with (S.37). Simplifying, one finds a* < (1171)2‘ which violates condition
(17). Therefore the left hand side must be nonpositive:

3v(7+7) 9+2
*2 a* <0 S.39
20+9)2°  (1+9)° (5:59

Notice that if o* is very large then the polynomial in (S.39) is positive and,
speaking formally, if a® = 0 it is also positive. Therefore the above can only be
negative for o* > 1 if the polynomial has two distinct positive real roots. We
now look at the discriminant, which must be positive for the roots to be real
and distinct

2

2y =1 (y -1
0 p_ =D -17)
41+ )4
We therefore have v > 17. Further, notice that the only negative term in
(S.39) is the middle term. Therefore, we have

(S.40)

2 992 3v(7+7) .
< A1
R T R R T e s (S41)
. 3v(7T+7)
o’ < 0592 (S.42)

But right hand side in (S.42) is less than 1 for all v > 17. This is a contra-
diction to condition (17). Therefore conditions (14) & (16) and condition (17)
cannot be simultaneously satisfied if v > 1. Thus we have v < 1.



3.3 Conclusion

We have established v # 1 and that v < 1. This establishes that v < 1, that
the upper particle in the feasible stable steady state must have a larger radius
than the lower particle.



Journal of Physics Communications

ACCEPTED MANUSCRIPT « OPEN ACCESS

Relative trajectories of two charged sedimenting particles in a Stokes
flow

To cite this article before publication: Chris | Trombley et al 2021 J. Phys. Commun. in press https://doi.org/10.1088/2399-6528/ac060c

Manuscript version: Accepted Manuscript

Accepted Manuscript is “the version of the article accepted for publication including all changes made as a result of the peer review process,
and which may also include the addition to the article by IOP Publishing of a header, an article ID, a cover sheet and/or an ‘Accepted
Manuscript’ watermark, but excluding any other editing, typesetting or other changes made by IOP Publishing and/or its licensors”

This Accepted Manuscript is © 2021 The Author(s). Published by IOP Publishing Ltd.

As the Version of Record of this article is going to be / has been published on a gold open access basis under a CC BY 3.0 licence, this Accepted
Manuscript is available for reuse under a CC BY 3.0 licence immediately.

Everyone is permitted to use all or part of the original content in this article, provided that they adhere to all the terms of the licence
https://creativecommons.org/licences/by/3.0

Although reasonable endeavours have been taken to obtain all necessary permissions from third parties to include their copyrighted content
within this article, their full citation and copyright line may not be present in this Accepted Manuscript version. Before using any content from this
article, please refer to the Version of Record on IOPscience once published for full citation and copyright details, as permissions may be required.
All third party content is fully copyright protected and is not published on a gold open access basis under a CC BY licence, unless that is
specifically stated in the figure caption in the Version of Record.

View the article online for updates and enhancements.

This content was downloaded from IP address 99.40.239.102 on 08/06/2021 at 17:14



https://doi.org/10.1088/2399-6528/ac060c
https://creativecommons.org/licences/by/3.0
https://doi.org/10.1088/2399-6528/ac060c

Page 1 of 29

oNOYTULT D WN =

AUTHOR SUBMITTED MANUSCRIPT - JPCO-101986.R1
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Particles In A Stokes Flow
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Abstract. We study the dynamics of two charged point particles'settling in a Stokes
flow. We find what ranges of initial relative positions‘amd what ranges of system
parameters lead to formation of stable doublets. The system is_parameterized by the
ratio of radii, ratio of masses and the ratio of electrostatic tongravitational force. We
focus on opposite charges. We find a new class of stationary states with the line of
the particle centers inclined with respect to gravity andsdemonstrate that they are
always locally asymptotically stable. Stability properties of stationary states with the
vertical line of the particle centers are also discussed. We find examples of systems
with multiple stable stationary states. We show that the basin of attraction for each
stable stationary state has infinite measure so that’particles can capture one another
even when they are very distant; and even/if their charge is very small. This behavior
is qualitatively different from the uncharged case where there only exists a bounded set
of periodic relative trajectories. We determine the range of ratios of Stokes velocities
and ratio masses which give rise to\non-overlapping stable stationary states (given
the appropriate ratio of eleetrostatic \to gravitational force). For non-overlapping
stable inclined or vertical stationary states the larger particle is always above the
smaller particle. The non-overlapping stable inclined stationary states exist only if the
larger particle has greater Stokes velocity, but there are non-overlapping stable vertical
stationary states where the)larger particle has higher or lower Stokes velocity.
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1. Introduction

Motion of particles in a Stokes flow, such as sedimentation, [1-3] has applications
including medical technology [4-6], microfluidics [7—11], swimming of microorgamisms
[12-14], deformation of vesicles [15], waste water treatment [16], marine snow [17],
mantle plums [18] and motion within volcanic magma [19, 20]. There aresmany
introductions to the physics of Stokes flows, introduced in [21], such as[22-30] and
the included references.

There has recently been interest in bound states of particles in viscous flows. For
example, formation of doublets and other bound states of particles in viscous flows have
been explored for drops [31], pairs of magnetically active rollers near arepelling wall [32]
and for pairs of identical rigid spheres in a background flow with walls-[33]. There are
also results about large scale spontaneous self-organization into ordered structures with
many drops [34] or many rollers [35].

There is also a rich literature in bound states ‘of, sedimenting particles. A
fundamental problem for the motion of a group ofdpaxticles.close to each other is
understanding whether they stay together for a long'time or disperse and what are the
physical mechanisms responsible for keeping themstogether, see [36-45]. To make the
notion of capturing precise, we define a capturing state of .two particles as a configuration
whose relative trajectories do not go to infinity in future time. The capturing set is then
the set of all capturing states.

In [46] it is shown that there can exist'a capturing set of a finite non-zero measure
for two uncharged spherical particlesof different radii and different masses settling under
gravity in a Stokes flow. This set consists of neutrally stable periodic orbits. Because of
the neutral stability, there aresno basins of attraction, so that even a small perturbation
can have a destabilizing effect. Further, because the capturing set has finite measure,
if particles begin very distantly they eome closer to each other but later move away,
and are not trapped. This strueture of the capturing set is often used to predict that
trajectories of two captured particles are likely to be disturbed by the presence of other
particles in a suspension, and therefore capture will probably have no significant effect
on the dynamics of sedimenting suspensions e.g. [47-50].

In this paper wesstudy,pairs of charged sedimenting particles, in order to see if the
charge can create large basins of attraction for bound states. Our interest in electrostatic
forces originates.from the simple observation that systems of charged particles settling
in viscous fluids are common, and therefore stable doublets of charged particles could be
potentially used in many practical applications. In a vacuum, electrostatic interactions
are destabilizing."This fact is known as Earnshaw’s Theorem. However, in [51] it was
shown that even a very small charge can stabilize pairs of sedimenting particles; two
charged spherical particles of different radii and different masses settling under gravity
in'a Stokes flow can have locally asymptotically stable stationary states with particle
centersvindine with gravity.

The stability result in [51] is local. To understand the practical significance of this
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local result, in this paper we will investigate how two charged point particles sedimenting
in a Stokes flow can capture one another, depending on the characteristic parameters, of
the system: the ratios of the particle radii and masses. We will determine the regionsin
the phase space of these parameters where stable stationary states of a given intepparticle
distance can exist. We will determine the capturing set and its structure. We, will also
find a new class of stable stationary states with particle centers inclined with respect
to gravity. We will show that the capturing set of a stable stationary, state for two
charged point particles settling in a Stokes flow is infinite in measuresand consists of
one or several basins of attraction to a stable stationary state. Thesesdfindings open the
path toward future experimental observation of these stable doublets. Sueh doublets
could have relevance in dilute charged suspensions [52], for particles inflows at non-zero
Reynolds number [53-55] and in plasma [56]. -

We start our investigation with the mathematical model of point-like particles in
section 2. We examine the benchmark case of uncharged pairsiof sedimenting point
particles (as in [46]) in section 3. In section 4 we presentythe stability conditions by
looking at the linearized dynamics near three kinds of stationary states: centers of
particles aligned with gravity with larger particle up, centers of particles aligned with
gravity with larger particle down and stationary'statesswhere centers of particles are
inclined with respect to gravity. In section 5 we discliss gefleric examples of the relative
motion. The vector field of the particle relative velocities and relative trajectories
determined numerically on a grid of initial .eonditions for the case when the larger
particle has a greater Stokes velocity. We find the capturing set in physical space of
the relative positions using the Poincare=Bendixson theorem. The other case - when the
smaller particle has a greater Stokes velocity - is examined in section 6. In section 7
we give the phase diagram fot'non-overlapping stable stationary states in terms of the
ratio of Stokes velocities and ratio of particle radii. We conclude with a summary of our
results.

N
2. Mathematical & Physical Model

We investigate the dynamics of pairs of charged spherical particles of different radii and
masses settling underigravity in a viscous fluid, in the range of the Reynolds number
much smaller than unity., A schematic of the system is shown in figure 1. Our goal
is to construct.the simplest possible analytical model. Therefore, we assume that the
particles are'point-like and use Coulomb force to model their electrostatic interactions.
We also use the point-like model to describe the hydrodynamic interactions. It means
that thé two-particle mutual mobility is given by the Oseen tensor [26], taken at the
relative position of the particles, and self-mobility follows from the Stokes law. The
hydrodynamie point-like model is valid when the particles are distant. Further, the
electrostatic point-like Coulomb force does not describe effects of, e.g., anisotropic
distribution of mobile charges on the particle surface, nor electrostatic screening.
Therefore, our approach is an approximation.
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The particle pair is labeled so that radius a; of particle 1 is greater than or equal
to the radius ap of particle 2. Via the Stokes equations, we will arrive at equations
of motion in terms of the electrostatic and gravitational forces. These are theninon-
dimensionalized, parameterized and expressed in terms of coordinates.

Figure 1: A representation of the geometry of two charged particles with different
reduced masses my; & msy and radii a; & as settling under gravity in a viscous fluid.
The directions of g & d are the directions of the gravitatlonal and electrostatic forces
respectively. The angle 6 of the interparticle position d from the direction perpendicular
to gravity is shown.

2.1. Force Diagram and Dynamics in the,Point-Force Approximation

2.1.1. External Forces We starthour diagram of forces with gravity. Let z be a unit

vector pointing anti-parallel t@ the constant gravitational field g. Further, let m; be the

reduced mass of particle : = 1,2. This means that the particle weight is corrected for

the buoyancy force of the ﬂuid.\f the fluid has density p and the particle has radius a;
4

and mass M;, m;=M,;— gwaf’ p. The gravitational force on particle ¢ is

In this paper, we/will agsume that m; > 0. The case of m; < 0 can be studied in an
analogous way a8 seen in the supplemental materials of [51]. Now we move on to the
electrostatic field. Let¥; and ry be the positions of the centers of particle 1 and 2, so
that the relative position is

d=rs—r; (2)

We now move on to the electrostatic forces. We denote the charge on particle 7 by g;.
Then the Coulomb electrostatic force which acts on particle 7 is

. d
£, = (—1)%%ij (3)
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where k is Coulomb’s constant and j = 3 —i. The sum of the external forces acting
on particle 7 is
fi =t + £ (4)

2.1.2. Fluid Forces And Point Force Dynamics We now move on to discussythe fluid
forces. We assume that the particles are suspended in an infinite fluid with viscosity. .
We assume that Brownian motion, fluid compressibility and inertia aresirrelevant and
we describe the fluid flow by the Stokes equations.

uV*u—Vp =0 (5)
V-u =0 (6)

where p is the pressure and u is the velocity field of a fluid {22,23]. Physically,
modeling fluid interactions by equations (5) & (6) entails that the external forces on
the particles in a Stokes fluid are in balance with the resistancerforces exerted on the
particles by the fluid so that inertia may be neglected.

In the point particle approximation, the hydrodynamic interactions between the
particles are described by a linear dependence of thewparticle velocities r; on the external
forces f; acting on them. The mutual interaction is'determined by the Oseen Tensor [26]

1 - ded y
Gld) = 1 (1+ ) (7)
where |d| is the length of the vector dyI'igithe identity tensor and ® is the tensor
product. We assume the self-interaction is determined by the Stokes Velocity for the
particle given by the external forces the partiele is experiencing. To sum up, our dynamic
equation will be of the form
i 1 1
where j = 3 — i. Notice the above dynamics are first order, which means that
the velocities of the particles ate given by their positions. This is the mathematical
expression of the irrelevance/f inertia.

2.2. CharacteristicDimensions

In order to aid eur analysis we will choose characteristic dimensions. In particular, we

choose
L = ay -+ as, (9)
mag
— 10
67 L (10)

as ourpcharacteristic length and velocity scale. The time scale is therefore T' = L/V .
We will usé the non-dimensional separation vector

o= 17 (11)
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and the time normalized by T to nondimensionalize (8). We further define three
independent non-dimensional numbers

kq1go
- _ 12
B L27IL2g ( )
a
mi
0 =— 14
: ()

which parameterize our equation of motion. One can see that [ isi.the ratio of
characteristic electrostatic force to characteristic gravitational for¢e, v is the ratio of
particle radii and ¢ is the ratio of reduced particle masses. Our assumption that m; > 0
entails that 6 > 0 and our labeling convention entails v < 1.4 An_important physical
parameter is also the ratio 6/ of the particle Stokes velocities:.

2.3. Dimensionless Equations Of Motion And Their Basie Properties

Having set up our diagram of forces and nondimensionalizatien choices, starting from the
point-force model (8) we arrive at the following non“dimensional dynamical equation [51]

.3 1+7)? 3 . (=91 +9)

where dot denotes the non-dimensionahtime derivative, o = |a| and G is the non-

z  (15)

dimensional Green tensor given by
g(a)

It is helpful to write equation (15) in terms of coordinates of ae. To give a convenient

1(I+af;a) (16)

«

geometry to work in, we will cheese =z and y axes of the coordinate system so that the
particle centers are in the plane y =0(the direction of gravity has been already chosen
along the z axis). Any orbit with an initial condition in this plane will never experience
a force pointing out of this plane, so'we will suppress the y-coordinate for the rest of the
paper. Using these conventions, equation (15) transformed into Cartesian co-ordinates

becomes
Q. (1 +7v)2a, 3(1—90)aa.
cEPm B+ —— 17
a 50[4 fy 053 _'_ 4 053 ( )
P 1 2o, 3(1—=9)a?+2a —0)(1
ariplss gLt e 31-0)af+20r (-9 +7)
at v oooad 4 a3 v

A few words can be said about what writing the dynamics in these coordinates
entails. (First of all; (17) entails that if the particles begin with their centers vertically
aligned' there are no forces pushing the particles off vertical. This means that, for
instance, there is never a periodic orbit which intersects the z-axis. Looking at the
signs, we see that (17) is anti-symmetric in o, and o, while (18) is symmetric in .
Because:the dynamics in this coordinate system are given by analytic functions, the
pole and the zeros are always isolated points. Further, away from the pole at the origin

Page 6 of 29
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the dynamics are differentiable, so that orbits never intersect. Finally, the stationary
states are given when the LHS of (17) & (18) are both zero, which provides limitsson
the count of stationary states. When examining the dynamics it is useful to also write
the equations in polar co-ordinates and € the angle from the x-axis. We use polat rather
than cylindrical coordinates because there are no forces in the y-direction. These defined
so that

a, = acos(f) (19)
a, = asin(f) (20)
where o > 0. This definition entails that the positive x-axis fis the ray such that
0 = 0, the positive z-axis is § = 7, the negative x-axis is f = 7 andithe negative z-axis is
o 371' 7 . B . o .
0 = <. We could also use ¢ = 7 — 0, the angle from the z-axis, Applying this definition
to equation (15), we derive

. B3 (149 3(1-9) (=)&) .
« = D3, (30 5 Vs o)
af = (3<14; A 5)7(1 +7)) cos(6) (22)

Writing the dynamics in these coordinates also has.a fegv obvious implications worth
making explicit. First of all, the stationary states'are given when the LHS of (21) &
(22) are both zero. Therefore, equation (22).means that any stationary state must have
either cos(f) = 0 (i.e., the line of the particle €enters must be parallel with gravity) or
have radial coordinate a equal to

. 3(1—9)y

= 23
10— )Lt ) >

Because o > 0, this second option exists only if
(1=08)(y—=9)>0 (24)

N
3. Dynamics Of Uncharged Particles

We begin our enumerative strategy by considering the case when at least one particle
is uncharged and there is no electrostatic interactions between them. Our analysis
will demonstrate the importance of non-stable stationary states in establishing the
qualitative global dynamics as well as allow us to discuss later the limit of § — 0.
We will alsofcompare the output of this model to the classical results [46].

We start by giving the dynamical equations. If there is at least one uncharged
particles then 5.=10 and the equations of motion (21) & (22) become

2c0 ¥

ol = (3(14; 0) = 5)7(1 i 7)) cos(f) (26)
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There are a few trivial cases we will quickly deal with. If § = 1 then a stationary
state only exists if ¥ = 1 also. In this case, the particles are totally identical and,there
is no relative motion no matter where the particles begin. Similarly, if 6 = ~, either
0 = v =1 as before or no finite separation can be a stationary state. Either way, this
would eliminate any interesting behavior such as bounded orbits. Moreover, only if (24)
holds can there be stationary a.

Finally we come to the non-trivial cases, those in which the above inequality is
satisfied. Solving for the stationary states gives four solutions: two horizontal and two

vertical. The vertical cases haves 6* = 7 or 37” and give
3(1—9
2(y—=90)(1+7) o

The horizontal cases have §1 = 0 or m and lie at a distanced(23) from the origin.
A few points can be established about these stationary states just from equations (23)
and (27). First we note that o* = 2af. Next, if § > 1, then the right hand side of (27)
is an increasing function of v in our range of 0 < v < leThereforeé we have that a* < 1
in this case. Stationary states of particles with different radiivor different masses can be
feasible, i.e., non-overlapping and non-touching, with' a* > 1, only if § < v < 1.

We illustrate these parameter space resultsn figure 2(a). The solid line is §/y = 1,
when the particles have equal Stokes velocities."The short dashed line is equal reduced
masses 0 = 1. Below this line and above the solid line stationary states do not exist
(region D), while above this line stationary states exist but are infeasible (region E). As
we have already shown, there is nostationary.states on the solid line and short dashed
lines except at § = v = 1 where everyiseparation is a stationary state.

The dash-dot line is o' = 1, so that above this line but below the solid line (region
C) all stationary states are feasible. On the long dashed line is a* = 1, so that above
this line but below the dash-dot liney(region B) vertical stationary states are feasible
but the horizontal ones are not feasible. Below dashed line (region A) all stationary
states are not feasible. Propertks of the regions are outlined in table 1.

With the locations of the stationary states in mind, we now turn to characterizing
the orbits in the large. We ean'do this by solving exactly a few special cases of the
equations of motion.. If our initial condition involves o« = a* but € is non-vertical, then
the system evolves along the curve given by

(v —0)*(1 +7)*

I 2
0 521 —0) cos(0) (28)
This differéntial’ equation has the solution
7T - (v = 0)*(A+7)*
O+ = =2tan"' |k - t 29
—|—2 an [lexp< 321 =) (29)

where & 1s from the initial condition. This solution forms two heteroclinic curves,
so designated because each connect two stationary states in infinite time.
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Table 1: Properties of stationary states of uncharged particles.

region do stationary are vertical are horizontal
states exist? stationary states stationary states
feasible? feasible?
(A) % < % yes no noe
(B) 227_—771 < % < ‘val yes yes no
(C) AZL—T < % <1 yes yes yes
(D) 1§%§%andfy7£1 no N/A N/A
(E) % > % yes no 1no
[ // / /

/ / / \ \ \
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Figure 2: Dymamies of-incharged particles. (a) Phase space of the ratio v of particle
radii and the ratio ¢ /4 of the particle Stokes velocities, with the indicated regions defined
by equations in Table 1. Feasible horizontal and feasible vertical stationary states exist
only in'region (C). Properties of other regions are given in Table 1. (b) Example of
relative trajectories for 6 =.986 & v =.988. The orbits of the larger particle, labeled
2, lare shown in the reference frame of particle 1, located at the origin. The open
circles represent not stable stationary states. The colors are used to facilitate tracing
streamlines close to each other.
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The other pair of heteroclinic curves are vertical, 0* = 7 or 37” These heteroclinic

are symmetric. In this case the equations of motion are

4o i<3(12; o) (7—5)7(1 +7)) (30)

These differential equations have the implicit solutions

v o 30=0® ’a o 3(I=0)y
(v=0)(1+7)  2(y=6)*(1+v)? 2(y— o)1+
where kq is from the initial conditions. This form of the solutiomrmakes it clear

that a particle approaches * in infinite time.

Collectively, the curves sketched out by these four heteroclinic orbits make two half
circles. The interior of the curves contain two neutrally stable stationary states at (23).
Finally, the two vertical stationary states at (27) are not stable/butaather saddle points.

We can now fully characterize the orbit traced out by amy. initialéposition. By the
Poincare-Bendixson Theorem every point on the interior of these closed heteroclinic
curves will move in periodic motion: moving toward a stable.fixed point is ruled out by
linear stability analysis, the heteroclinics have all beén found and wandering to infinity
is impossible because they cannot touch the closed eurves which initially bound them.
Finally, every point not vertical and exterior t6 the cirele with radius o* will go to
infinity, by similar reasoning. y

We complete the analysis by returning to figure 2/(a) in order to characterize the
qualitative dynamics as a function of the parameters. Regions (A) - (C) & (E) have
qualitatively similar dynamics: in all cases thereis periodic behavior. Region (D) has
no stationary states and therefore all.orbitssare.unbounded. Region (C) has the special
property that some of the periodic orbits.found are non-overlapping. This case is the
most physically interesting and the corresponding relative trajectories are illustrated in
figure 2(b). This completes theranalysis of the qualitative behavior of uncharged point
particles settling in a Stokes flow.

We will now briefly compare the results in this section to those in [46]. This seminal
paper uses a precise model of hydrodynamic interactions, allowing for more realistic
treatment of finitelyysized pacticlés. For reference, figure 2(a) can be compared directly
to figure 5 in [46].

The essentialsimilarity between the results of both approaches is that there appear
such regions of the phase space v & 0/~ that all the trajectories are unbounded, and such
regions that some of thetrajectories are unbounded, but the other ones are bounded. In
case of the point=particle:model, one should focus on the orbits (or their parts) outside
the partieley“surface” determined by its radius. For the point-particle model, region (A)
and regions (D)tand (E) of figure 2(a) contain only unbounded feasible orbits. Regions
(D) and(E), where the larger particle moves slower than the smaller one, are the same
as fthe region of unbounded orbits in [46]. Region (A), in which the larger particle moves
faster than the smaller one, is smaller than the region of unbounded orbits in [46].

In"the region labeled (C) the feasible point-particle orbits are periodic or
unbounded.  Analogous (but lager) range was also found in [46] for the more
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precise hydrodynamic model. In the point-particle region (B) there are feasible
unbounded orbits and feasible parts of periodic orbits, bounded owing to the, nen-
overlapping vertical stationary states while the horizontal stationary states responsible
for periodicity are overlapping. For the more precise hydrodynamic interactions used
in [46], the analogous (but smaller) range exists. However, in this rangeshere are
no horizontal stationary states and the bounded orbits are not periodic. Rathers the
bounded orbits are heteroclinics going from one vertical stationary state to the other:
This comparison suggests that the existence of periodic or bounded otbits is predicted
by the point-particle and the more precise hydrodynamic model in a qualitatively similar
way when all or at least some of the stationary states are feasible.

4. Linear Stability Analysis Of Pairs Of Charged Sedimenting Particles

We now move on to charged systems of particles. We will find eonditions for stationary
states and, in order to investigate stability properties; gather information from the
dynamics linearized around the stationary states. Thi§ infermation will then be used to
understand global dynamics in the next sections.

Following the discussion of equation (22),swe have divided all the stationary
arrangements into three categories. In the first, the particlé'centers are aligned vertically
and the larger particle is above the smaller particle, i.e. 6 = 7/2 (see figure 1 for
illustration). We will call these larger up wertical stationary states. In the second case,
the particle centers are also aligned vertically, but the larger particle is below the smaller
particle, therefore § = 37 /2. We will'eall, this second configurations larger down vertical
stationary states. Finally, there are therinclined stationary states where 6 takes on any
other value.

The conditions for stability ofwertical stationary states were found in [51]. Here we
add a systematic analysis offwvertical stationary states§, both stable and not stable.
In this section we also invengate a new class of stationary states: the inclined
configurations, focusing on their stability.

4.1. Vertical Larger Up,Stationary States

We will first analyze properties of vertical stationary states with the larger particle
above the smaller ene, i.e. # = 7/2. In this case equation (21) becomes

1 2 1-— —0)(1

A+9)°  30=0) » (1=0d+7) s
g 2 g

This equation gives rise to the following condition (equivalent to (14) in [51]) for a

P =38=8 (32)

stationary state o = o* and 6 = 3

0 =678 —2B(1 +7v)*a* +3v(1 — §)a™® — 2(y — §)(1 + )™ (33)

§ Though [51] used Cartesian co-ordinates, the resulting stability conditions of vertical stationary states
are of course the same as in polar coordinates.
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It follows from this condition that it is possible to choose a § to make any particular
o stationary. Therefore, there are stationary states that have no analogue with the
uncharged case. We will return to the parameter space (v,d) behavior of vertical
stationary states in a later section. For instance, in the range 1 > 6 > ~, there are
no stationary states for uncharged particles, but there are some if a chargesis added.
We now address linear stability of a stationary state (a*,5), given by équation (33)..df
we assume that a = a* + ¢, and 0 = 5 + €, then the dynamics linear in epsilon are

fx — (B = (= D 30—+ a6
ég o — T (3y(1=0) —4(y = 6)(1 + 7)o’ ) e (35)

~
Because the matrix of coefficients is diagonal, the constants within the parentheses
must be positive in order for the system to be linearly stablesThat isg

0<B(1+7)? =3y(1 —d8)a* +3(y — 0)(1 Hg)a™? (36)
0<37(1 = 6) — 4(y = 0)(1 + 7)o (37)

It can be shown by Lypunov’s method that equation (33) and inequalities (36) &

(37) form necessary and sufficient conditions forsa stationary stable state.
4

4.2. Vertical Larger Down Stationary States

We will now discuss the stationary states with the larger particle below the smaller one.
Similarly to equation (32), on the ray,0 = 37/2, equation (21) becomes

(1+7)° W31 -9) , L0 =90+

oPa=38-7 o — 38

- 5 S (38)
This gives rise to the followingrequations for the stationary state (a*, 37”)

0 =676 —28(1'+7)%a" = 3v(1 — 8+ 2(y — §) (1 + 7)™ (39)

N
and for the local dynamig¢s

€~ & S (BEA+7)? +37(1 = 0)a* — 3(v = 8) (1 + y)a™?)e, (40)

. 1 x

S e [=3v(1 = 8) +4(v = 0)(1 +7)a’]e (41)

In order terbe linearly stable, the constants within the parentheses must be positive.
That is,

0<B@ +7)* +3v(1 — d)a* — 3(y — &)(1 + 7)™ (42)

0< —39(1 =0) +4(y =) (1 +7v)a” (43)

We have previously shown in [51] that there are no stable stationary states with

the larger particle below the smaller one if we also require the particles do not overlap

(o >11)¢" However, conditions (42) & (43) will still aid in our understanding of the
global dynamics because of the properties of non-stable stationary states.
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4.3. Inclined Stationary States

In the previous section, we showed how to count and classify the vertical stationary
states of charged particles. We will now show how to do the same for non-vertical
stationary states, which have a simpler form, given by equations (21), (22) & (23). This
simplicity will allow us also to easily analyze typical behaviors in the parameter space
(7, 0).

We can discuss the stationary states of charged particles using figure 2(a) and
relations in Tablel. The same parameter space curves and regions are of interest but
require new interpretations when conceived as relating to chargeddinclined stationary
states. We start from considering two special cases. The short dashed line in figure
2(a) represents equal reduced masses, 6 = 1. Equation (22) entails thatithere exists an
inclined stationary state of charged particles only if further "=+ = 1. Similarly, the
solid line, the special case of equal Stokes velocities § /v = 1, has ansinclined stationary
state only if further 6 = 1. That is to say, those lines are gonsistent with the existence of
an inclined stationary state only on their intersection peint. Hewever, the interpretation
of that point is different between the uncharged and the charged inclined case. In the
uncharged case, all the relative positions of identical particles are stationary, while in the
charged case only stationary states of identical particles must have separation distance
al = (1_?;—77)2 (and an arbitrary orientation). This'néver feasible distance is the same for
all 5 # 0. Moving on to the general caseof unequal Stokes velocities & unequal reduced
masses, a general inclined stationary state mustshave
sin(@T)zﬁmw — 0) (It )*(1 .30 — 3y — 07)

992 (1 =693

1—
4(y = 0) (s 7)
Equation (45), identical to (23), edrresponds to éy = 0. Therefore, the RHS of (45)

cannot be negative, and there are no inclined stationary states of charged particles in the

(44)

region (D) defined in tablel and shown in figure 2(a). Moreover, the distance between
the particles in an inclined\stationary state is independent of the charge/mass ratio [.
However, unlike the uneharged case, the condition (44) for &, = 0 has a nontrivial form
that does not allowforstationary states if charges are too large, because the sine of the
stationary angle,d1 is propertional to charge/mass ratio 3. In terms of phase diagram as
in figure 2(a), equation (45) entails that all and only values of the parameters v and 4 in
region (C), givendin table 1 have feasible inclined stationary states of charged particles,
providing thatwalue of 5 is sufficiently small to satisfy (44). Horizontal stationary states,
generic for the dynamics of uncharged particles, are exceptional for charged systems.
One canysee from equation (44) that there is a horizontal stationary state with the
particle centers aligned perpendicular to gravity (i.e sin(d) = 0) if and only if either a)

the particles are uncharged (S = 0) or b) the particles have Stokes velocity ratio given
d . 3v—1 3y

7 (B=) (I49)?
by.this relation is lower than the dash dot line representing the boundary of feasible

by therelation (and they overlap with af = ). Because the curve traced
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inclined stationary states (except at their intersection § = v = 1) the angular part of
an inclined feasible stable stationary is always less than 7, which means that the larger
particle is higher than the smaller one.

We now analyze the conditions for linear stability of inclined stationary states. liet
a = al+¢ and 0 = 0" + ¢y where ¢, and € are first order perturbations. Onefinds that
to a first order

36 (v =90)(1+7)

€ R = e + " cos(f")eg (46)
: (r =9 +7)
g~ — o cos(6)e, (47)

The above linearized dynamics can be easily analyzed. Adlinear, system of ODE
with a matrix of constant coefficients is called stable if and fonly<if “the real parts of
eigenvalues of the matrix are negative. Recall that the detérminant i the product of
the eigenvalues and the trace is the sum. Therefore, a necessary and sufficient condition
for this stationary state to be linearly stable is the determinant to be positive and the
trace negative. The determinant

(v —0)*(1 +7)°

200t
o cos (0") (48)

nd
is positive if and only if the particles have 'different Stokes velocities (recall that
cos(0) # 0 for inclined stationary states),

4]

—#1 49

- (49)
Further, the trace is equal to

36

3 (50)
which is negative if and only if

5>0 ~ (51)

Inequalities (49) & (51) eéntail that if the charges on the particles are opposed then
the stationary statesiare stable whenever they exist: off of the solid and short dashed
line in figure 2(a) and ‘with £ small enough that equation (44) has a solution. It is
interesting to noteé that the particles having opposite charges, expressed in the inclined
case by inequality (51), is also a necessary condition for a vertical stable steady state [51].
Therefore in the next sections we will focus on systems with oppositely charge particles

(i.e. 5>0).

5. Example Dynamics Of Systems Of Pairs Of Charged Particles

The local information derived in the previous section can be used to find the qualitative
behavior of pairs of charged particles sedimenting in a Stokes flow. For instance, as just
mentioned, we have shown that the local analysis entails that if there is to be a stable
stationary state then the charges on the particles must be opposed. In this section we

Page 14 of 29



Page 15 of 29

oNOYTULT D WN =

AUTHOR SUBMITTED MANUSCRIPT - JPCO-101986.R1

Relative Tragectories Of Two Charged Sedimenting Particles In A Stokes Flow 15

show some generic examples of the dynamics of charged sedimenting particle doublets
with large capturing sets. It means that starting from a wide range of initial relative
positions, both particles and will not separate from each other, and, on the contrary,
they will decrease their distance for ever.

We choose four sets of parameters to demonstrate a variety of behaviorgswith the
above capturing property. In this section we will choose parameters with 5 >"0,and
d/v < 1, so that the particles have opposite charges and the larger particle has greater
Stokes velocity when the particles are well separated. The dynamics for when o/ > 1
will be discussed in the next section. We organize by the count and arrangement of stable
stationary states: one stable vertical stationary state, two stable vertical, stationary
states, two stable inclined stationary states and finally two stable inclined stationary
states with one stable vertical stationary state. -

Example orbits solving the nonlinear vector ordinary differential equation (15) are
plotted in figure 3. Each orbit describes the relative motion efithe larger particle 2
with the origin as the center of the smaller particle 1, and with the given initial relative
positions of the larger particle. The orbits were calculatediusing a fourth order Runga-
Kutta method with constant step size At = .1. Wehave decided to use (o, ) space in
this figure and this section for easy comparison withhebservations. One can see visually
that the basins of attraction in our characteristic cages atelarge. We have also provided
in figure 4 a visual way of demonstrating,the local stability (or instability) of vertical
stationary states. The solid curves are the wertical velocity ¢, of particle 2 relative
to particle 1 when their line of centers is wertically aligned and the relative vertical
position is a,. On vertical axis, &= @which can be obtained from (32) & (38). When
the solid curve goes down through thehorizontal dash-dot line (which corresponds to
¢, = 0) when «, is increased, then separatiombetween the particle centers is a stationary
state which is vertically stable as.given by inequalities (36) & (42). The two dashed lines
capture the angular stability donditions(37) & (43) for the given parameters, separately
for a; > 0 and a, < 0. Inseach of these ranges of a., if a stationary state is to the
left of a dashed line, then it isthorizontally stable. In the following we will demonstrate
that using properties of thestationary states we are able to determine basic features of
the dynamics and qualitatively describe the boundary of the basin of attraction in all
of these generic cases.

5.1. One Vertieal StablesStationary State

We will now apply the results we have derived to find a typical phase portrait of the
relative dynamicéssAs an example, we look at a system with a single stable stationary
configuration. We choose the parameters 6 = 0.986 & v = 0.988 from the region (C)
andg8= 0.0l too large for the existence of inclined stationary states. In this case all of
the stationary states have particle centers aligned in the direction of gravity. Relative
orbitsifor different initial positions are illustrated in figure 3(a). It seems that there are
two generic classes of orbits visible in this figure, a capturing set and a separating set.
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Figure 3: These orbits ill |l e the relative motion of the larger particle with the origin
defined as the center of the smaller particle. The parameters are (a) 5 = .01, 6 = .986
) = 875 & v = .885, (¢) 8 =10.22,§ = 045 & v = 0.5 and

(a), which illustrates the behavior of the system when the particle centers
are ali vertically, is helpful for classifying the stationary states. There are three
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Figure 4: Stability analysis ofithe vertical stationary configurations shown in figure 3.
The dash-dot lines are axes; theshorizontal one corresponds to the stationary condition
@&, = 0. The solid curves are the vertical relative velocities ¢, = &, evaluated as functions
of a, from (32) & (38). When the solid curve goes down through the horizontal dash-
dot line when «, increases from the stationary position, then that stationary state is
vertically stable. In,each of‘the ranges a, > 0 or a, < 0, if a stationary state is to the
left of a dashed line,given by (37) or (43), then it is horizontally stable.

stationary statesand a discontinuity at the origin. The stationary state with the larger
particle diregtly above the smaller is o, = 2.31.... This is the sole "larger up” stationary
state. The stationary states with the larger particle directly below the smaller one are
a, = —6:56... andver, = —.588.... We will call these the "far” and ”close” larger down
stationary states respectively. We can now classify the stationary states based on their
local"behaviors Again referring to 4(a), we see the larger up stationary state is stable
while the stationary states on the negative z-axis are saddle points. Further, one can
see that the far larger down state is stable with respect to horizontal perturbations and
unstable with respect to vertical perturbations. Similarly, the close larger down state
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is unstable with respect to horizontal perturbations and stable with respect to vertical
perturbations. Finally, if we briefly and informally consider the origin by considering a
point in a punctured neighborhood of the origin we see that it is unstable in the sense
that all arrows sufficiently near the origin lead away from the origin.

Now we supplement the local information by considering some special grbits. To
simplify language, we will use "end” to mean the limit in positive infinite time,and
"begin” to mean the limit in negative infinite time, taking care to only use thisilanguage
when it makes sense. There are four special orbits which end on the saddle points.;yTwo
vertical special orbits end on the close larger down stationary state:some which begins
on the origin and one which begins on the far larger down stationary states

The most important special orbits, however, are the pairewhich end on the far
larger down stationary state. These non-vertical orbits form tlie sep@ratrix curve of the
system. We use ”separatrix” informally to mean a curve which separates the plane into
two sets where the interior and exterior have different qualitative behavior. It is clear
to the eye from figure 3(a) that the separatrix cuts the plame into/two sets. In fact, the
separation property follows from the local information about saddle stationary states.

The separatrix and its interior form the capturing set of the system. In fact, the
topology of the vector field shows us a stronger result: all orbits on separatrix or in its
interior must go to a stationary state. We start by comsiflering the off vertical orbits
on the interior of the separatrix. Such am,orbit camnot/go to infinity because the orbit
cannot cut the separatrix. The orbit cannet be periodic, as a closed orbit in the plane
must have a stationary state in its interior - theésPoincare-Bendixson Theorem - and
there are no stationary states off the vertical axis. With periodic motion and separation
eliminated, we have shown that all nonsvertical orbits on the interior of the separatrix
go to a stationary state. Mopping up the remaining special orbits, by examining 4(a)
we see the vertical orbits on the interior of the separatrix go to the close larger down
stationary state or the stable stationary state. Finally, the orbits that make up the
separatrix end on the far larger, down stationary state by definition. We have now
shown that all orbits in the capturing set go to a stationary state. The demonstration
that all orbits in the exterior of the separatrix have the particles drift apart is similar.

This is already<a powerful qualitative characterization of the orbits. The local
information tells u$ even more than this. In fact, because any state close to the higher
larger down stationary state with non-zero horizontal component is repelled, we see
that the verticalispeeial orbits that end on the higher larger down stationary state are
the only orhits on the interior of the separatrix which end on the higher larger down
stationary state at all. Therefore, almost all points on the interior of the separatrix end
on the gtable stationary state. This includes, for instance, those orbits on the interior
of the curve formed by special orbits which begin on the close larger down stationary
state and end on the stable stationary state, which appears as a teardrop shape in figure
3(a):

Wethave now shown the manner in which the local behavior of the stable and not
stable stationary states come together to give us the global dynamics by applying some
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simple topological reasoning. This completes the description of the qualitative dynamics
for this example. We end by again noting that any set of parameters which gives rise
to the same structure of stationary states will result in the same qualitative dynamigs.

5.2. Two Stable Vertical Stationary States

Similar to the previous example, we can give the global dynamics for when all stationary
states are vertical and there are two stable stationary states. As an example ofisuch a
system we choose 5 = .125, 6 = .875 & v = .885. Orbits of particle 2, relative to particle
1, in such a system are illustrated in figure 3 (b). One can see thathe capturing set is
still large in this case.

In figure 4(b), we plot the relative vertical velocity of the system-when the particle
centers are aligned vertically, find all vertical stationary configurations and determine
their stability against vertical and horizontal perturbations. “As before, we can reason
from the local information about the stationary statesgto the global dynamics. The
larger up stationary states at o, = 1.242... and o, =4:130.., are stable. We will call
them the near and far stable stationary states, respectively, The stationary state at
a, = 3.429... is a saddle point not stable to vertical perturbations, so we will call it the
not stable larger up stationary state. Similarly; the two larger down stationary states
at a, = —10.829... and a, = —0.615... are saddle points and will be called near and far
larger down stationary states, respectively.

We shall soon see that all orbits in the capturing set go to a stationary state and
furthermore almost all go to a stable steady state. We do this by examining some
important orbits and the curves theyatrace.®Once again, the curve made up of orbits
which end on the far larger down statiomary state is the separatrix that forms the
boundary of the capturing set. One can use the argument from the last section to show
the separatrix is unbounded. Another important curve is made of the orbits that end
in the not stable larger up stationary state. All points on the interior of this curve go
to the far stable stationary state and, more obviously, no point on its exterior goes to
the far stable stationary state. This curve is also a separatrix, since it is the boundary
between basins of attraction efsboth stable stationary states. It’s easy to see that all
the orbits off the verticaligo to one of these two stable stationary states. From figure
4(b) it is clear that somewvertical orbits go to the far larger up stable stationary state,
and others go to the near larger down unstable stationary state. This gives us all the
qualitative dynamics for systems with two stable vertical stationary states.

5.3. Inclined Stable Stationary States

We willlmow examine a characteristic example of dynamics when there are inclined
stable stationary states, and they are the only stable stationary states. We choose as
our parameters § = 0.22, 6 = 0.45 and v = 0.5. This results in a stable stationary state
with a'="2.75..., 8 = 0.722... and another one symmetric across the z-axis. One can see
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by figure 4(c) that these parameters entail there are no vertical stable stationary states.
All vertical stationary states are saddle points.

Orbits are illustrated in figure 3(c). Once again, the capturing set is quite large,
even though there are no vertical stable stationary states.

We now discuss how the global dynamics is related to the local properties of the
stationary states. Once again all orbits in the capturing set go to a Stationary state
and almost all go to a stable stationary state. However because there are, inclined
stationary states we must use a new method to show this. Consider pair of orbits that
begin on the close larger down saddle point and end on an inclinedsstable stationary
state. These prevent periodic orbits, because any periodic orbit would have to contain
an inclined stationary state and therefore cut one of these orbits*which is impossible.
Further we once more see the boundary of the capturing sef is afSeparatrix coming
from infinity and going into the far larger down saddle peint. With periodic and
unbounded orbits eliminated as possibilities for orbits in the capturing set, the Poincare-
Bendixson theorem entails they must all go to some stationary state. The only orbits
in the capturing set that do not go to an inclined stationary state are those with initial
conditions such that the particle centers are aligned with gravity, which separate the
orbits that go to different stable stationary statese™We have see again the importance of
saddle stationary states in characterizing the qualitative @ynamics of particle motion.
In this case, the orbits coming out of a saddle point preyented periodic motion. Further,
we have repeatedly seen that the seperatricesithat form the boundary of the capturing
set contain a saddle stationary state. We will see this pattern again in the next case.

5.4. Dynamics With Both Inclined AndiVertical Stable Stationary States

Inclined and vertical stable stationary states can coexist. For example, the parameters
b= .42, = .47 & v = .5 have'inclined and vertical stationary states. The dynamics of
this case can be seen in figure 3(c). Weanalyze the vertical dynamics in figure 4(d). This
example has five vertical and twoninelined stationary states. The only vertical stable
stationary state has the large particle over the smaller one at o, = 1.15.... The inclined
stable stationary states are atsa = 4.41.. and § = 1.15.... The not stable stationary
states are the far larger dewn,stationary state at a, = —10.6..., the close larger down
stationary state at o, = =.548..., the close larger up stationary state at a, = 2.22.. and
the far larger up stationary state at o, = 5.45.... All the not stable stationary states
are saddle pgints.

All orbits in the capturing set go to some stationary state, for the same reason as
the previous casesIn particular, the orbits coming out of the far larger up stationary
state approach the inclined stable stationary states and therefore prevent periodic orbits
as seem’in figuré 3(c). As before, the separatrix which bounds the capturing set is made
up of the érbits which end in the far larger down stationary state. The orbits coming
from infinity and ending at the the close larger up stationary state form the boundary
between the basins of attraction of the inclined and vertical stable stationary states. This
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Figure 5: An example system with inverted Stokes velocity ratiod/y > 1. One can see
from the example orbits in (a) that the larger particle moves,against gravity relative to
the smaller particle when the separation between themuis large. The dynamics when the

particle centers are aligned with gravity can beread fromp(b). The parameters chosen

&
are § =.293... 0 = .82 & v= 8.

completes our analysis of the global dynamies from, the local behavior of the stationary
states for a system with both stable andsinclined stable stationary states.

6. Inverted Stokes Velocity,Ratio Dynamics

In all the cases of the previgus section, when particle separation is large the larger
particle moves in the directioQ of gravity relative to the smaller particle. This is
because in all the cases @examined the ratio of Stokes Velocities §/y < 1. It is also
possible to have 0/ > 1} s0 that the larger particle moves against gravity relative to
the smaller particle when the particle separation is large. We will call this case that
of ’inverted Stokesswelocitynratio”. The stability considerations from section 4 do not
change in form for Inverted Stokes velocity ratios. We will see by example that the
Poincare-Bendixson, theorem used throughout the previous section still allows us to
make qualitative conclusions about the global dynamics.

82 & v = .8. This
corresponds to the range (D) of the phase space v & 6/, see figure 2(a) and table 1.

As our ‘example, we choose parameters § = .293... § =

The corresponding orbits of the larger particle (with the label 2) relative to the smaller
particle (withithe label 1) are illustrated in figure 5(a). One can see that even though
the stable stationary state is still "larger up” (a, > 0), the part of the capturing set
when thedarger particle is above the smaller particle is now bounded, whereas in figure
3vit._was not bounded. The part of the capturing set with the larger particle below
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the smaller particle is now unbounded, whereas before it was bounded. This property
of the capturing set corresponds to the inverted direction of the relative trajectories,
which have now vertical components coming from —oo while in the previous section,
they arrived from +o0, in agreement with the inverted Stokes velocity ratio.

We can now extract qualitative information about the dynamics of this system.
The dynamics when the particle centers are aligned with gravity are displayed in figure
5(b). The stationary state at a} = 1.01... is stable and the stationary states atie = 2:12
and af = —0.63 are saddle points. There are no inclined stable stationary statesy The
separatrix coming into the larger up saddle point must come in from infinity. This
is due to the Poincare-Bendixson theorem: the only other place the sepatatrix could
begin is the larger down saddle point, but this would require as€losed curve of orbits
without a steady state in the interior. The heteroclinics coming out/of the larger down
saddle point must go to the stable stationary state. This ishalso an application of the
the Poincare-Bendixson theorem: the orbit cannot diverge withetut crossing over the
heteroclinic coming into the larger up saddle point and cannot be closed because there
is no inclined stationary state to be on a closed orbit’s interior.” Therefore it must end
in a stationary state and the only choice is the sole stable ome. The curve ending in
the larger saddle point is the boundary of the capturing set. Almost all the orbits on
the interior of these curves end up on the stable stationar¥y state. All the orbits on its
exterior diverge, which corresponds to separation of the particles.

7. Phase Diagram For Stationary States

In section 3, we gave a phase diagram ef the potential stationary states of the pair of
uncharged point-particles as atfunction of the ratio §/v of Stokes velocities and the ratio
~ of particle radii. Further, in subsection 4.3, we demonstrated how to reinterpret this
graph in the case of inclined stationary. states of charged particles. In this section we
will give the phase diagram ap,Qropriate to the case of "larger up” vertical stationary
states, including a heatmap with information about the separation of particle centers at
the stable stationary statesWe concentrate on such stationary states because we have
already shown that ”laxger down” vertical stationary states are never stable [51]. We
will also compare the phasediagrams and heat maps for vertical and inclined stationary
states.
In the remainder of this section we will consider particles of the opposite charges,

650, (52)

becausesonly in'this case there exist stable stationary states, as shown in [51]. We
will also. assume, again following [51], that at the stationary state the particles are
non<overlapping (feasible), that is,

l1<a” (53)
This inequality along with equation (33) and inequalities (36) & (37) form necessary
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Figure 6: Phase diagrams of stationary states i the parameter space of the ratio of
particle radii v and the ratio of the particle Stokesévelogities d/7. (a) Non-overlapping
“larger up” stable stationary states existdn regions (C)and (G) but not in (A), (B) and
(H). See table 2 for the properties of “largerup” stationary states in different regions.
Vertical and inclined stable stationary statesiexistiin the colored regions of (b) and (c),
respectively. Brighter colors correspond tosgreater values of the maximum distance a4z
between the particle centers at the stationary state, as indicated in the color bar.

and sufficient conditions for a/’largerup” feasible locally asymptotically stable vertical
stationary state.
To complete the list of the bounds imposed on the parameters, we remind that

0<~ <1, 3> 0. (54)

Our goal is to identify the characteristic regions in the parameter space of §/v and
~ appropriate for feasible vertical ”larger up” stable stationary states of charged point
particles, for certain values of 5 & o*. In fact, we will start by solving equation (33) for
[ as a functionrof o

Y - AT — 207 =)L +9)a” .
2(1 +7)%a* — 6y
The conditions (52) and (55) give the following bound on /7 as a function of o*

(55)

and 7,
5/ > 2(1+7v)a* -3
7 2(14+y)a* — 3y

Because the right hand side of (56) is an increasing function of o, the greatest

(56)

lowertbound for the ratio of Stokes velocities of oppositely charged particles at a feasible
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stationary state is reached at a* = 1. This bound is

2y —1

) .
/7> 5 -

The bound §/v = 2y — 1/2 — ~ is plotted by dashed line (green online) in Figure

(57)

6(a). Below this line, in the range (A), there are no feasible stationary states:
We now analyze angular stability of stationary states. We write inequality (37)sas

§  4(1+7v)a" -3
- > o8
v 41+ 7)ar — 3y (58)

The minimum of the right hand side, reached at a* = 1, ig the greatest lower

bound in the phase space (§/7, ) for existence of feasible stationary states stable against

angular perturbations, ~
o 4 1
i d+
v A+
The bound is plotted by dash-dot line (blue online) fmEigure 6(a). Below this line,

in the range (B), all feasible stationary states are angularly unstable. We now analyze

(59)

radial stability of stationary states. We use equagion (55)"¢e eliminate 5 from (37).

After a careful analysis of signs we obtain

) . v
; < P(y,a") (60)

where
P(y.0") 18y +4(1 +7)*a®— 3+ ) (1 + Ty)a* .
’ 1872 + 4(1 + 432 = 37y (1 + 7)(7 + 7)o
It leads to the following least upper bound in the phase space (§/7,) for existence of

(61)

stationary states stable against radial perturbations,

/v < R(7), (62)
where N
1 for v < 2-/3
RO 3 {P('y, L) dor v >2-/3 (63)

The bound (62)-(63)uis plottéd in Figure 6(a) as the sum of the boundaries between
regions (C) and (H) & regions (G) and (H). Above it, in the range (H), all stationary
states are radially unstable.

Basic properties of “larger up” vertical stationary states in the regions (A)-(H) are
outlined in table 2. /Recall that the ratio of forces f > 0 has been eliminated using
the stationary condition (33) and so remarks about stability should be interpreted with
the 5 so.derived. For §/v < 1 the requirement of the opposite charges (56) and the
angular stability condition (58) give the upper bounds on the interparticle distance at
a stationary state, o < 2M(d/7,v) and a* < M(6/7,7), respectively, with

39(3 — 9)

=9+

v

M(6/v,7v) = (64)
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Table 2: Properties of “larger up” non-overlapping vertical stationary states (each with
a certain value of g > 0).

region properties of stationary states
0 2v—1 ) )
(A) 0<-— ) There are no stationary states with a* > 1.
v -
or y=1
2v—1 6 4 1
(B) 7 <22 + For any 1<a*<2M(d/v,7) there exists a stationary state.

2 — 4
T 7 There are no stationary states withs@*>2M (8/7,7).

Each stationary state is unstable/withdespect to angular

perturbations.
dy+1 6 : ;
(C) <-<1 For any 1<a*<2M(J/v,~) there exists a stationary state.
44+~ v ) : .
There are no stationary/states with o* >2M(5/7, 7).
For 1 <a*<M(§/v,y)nthere exist stable stationary states.
For M(0/v,7) <a* <2M(d/a, ) stationary states are
angularly unstableé. y
J : :
<— or any « ere exists a stationary state.
(G) 1<—=<R(7) F y o >1th ts a stat y stat
Y

Each stationary, state,is stable against angular
and 2—v3<vy<1 pertutbations. There exist stable stationary states.

J
(H) R(y)<-— For any o >1there exists a stationary state.

K Each stationary states is radially unstable and

angularly stable.

A S

In general, for a given/f5, 7/ and /v there might be several stable “larger up”
vertical stationary states with"different values of the distance a*. We focus on the
largest of them. Werfind the ipper bound on the separation of particle centers, which
is graphed in figure 6(b),»where the regions of increasingly bright color correspond to
regions of increasing separations. The white space corresponds to regions which do
not have feasible stable.stationary states. Analytically, we choose a,,., as the least
upper bound ef'the of which satisfy inequalities (58) & (60) and we derive the following
relationdin region (C),

00 3—4(1+7)maw

y - 65

i 37 - 4(1 + 7)amax ( )
In region (G) this relation is

d

— =max [1, P(Y, ¥maz)] (66)

~
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For comparison, we graph in figure 6(c) the separations of particles for inclined
stationary states given by equation (45). As we previously noted, these are feasible
only in region (C). One must take care during interpretation because what is plotted
in this figure is the exact value rather than merely an upper bound. One can see that
for inclined equilbria the lines of constant interparticle separation are monetonically:
functions of ~, that is that it takes an increasing ratio of Stokes velocities to balance.a
system with increasing reduced masses at the same separation distance.

8. Conclusions

We have shown that coexistence of hydrodynamic and electrostatiennteractions between
particles sedimenting in Stokes flows leads to the dynamics essentially different than in
the absence of charge or in the absence of fluid. Using the peint-particle model, we
demonstrated analytically that charged particles can form stable.doublets with basins
of attraction in the space of the particle relative positions which are very large in
comparison to particle radius. This result indicates that charged sedimenting particles
can capture one another, even if the initial distance between them is large. The captured
particles tend to a certain stable relative position; where the distance between the
particle centers is larger than the sum of their radii,/so that their surfaces are separated
from each other by a fluid. In particular,there exist stable stationary configurations of
charged particles separated by large distances, with large basins of attraction, within
the range where the hydrodynamic interactions c¢an be approximated as point-like.

Moreover, even if the ratio § of eleetrostatic to gravitational forces is very small, the
dynamics of pairs of charged particles'is,both quantitatively and qualitatively different
from the dynamics in the absence of any electrostatic interactions. The main qualitative
difference is the structure of the eapturing set in the space of relative positions. For
charged particles, the capturing set comsists of trajectories tending to a stationary state
while for uncharged particles; i{consis‘cs of neutrally stable periodic orbits.

The existence of a capturing set in the space of the relative positions is associated
with the existence  of, stable stationary configurations of two charged sedimenting
particles. However, stable stationary states are formed only for certain ranges of the ratio
of particle radii v andithe ratio of Stokes velocities /. Therefore, we have determined
the region in the parameter space of v and 0/ where stable stationary configurations
exist for certainyvalues of 3, and for a certain range of values of the distance a* > 1
between the particles atithe stable stationary state. In this way, we have shown that
the capturing.of charged particles takes place in a large region in the parameter space
of v and ¢/v. Interestingly, for some values of 5, v and §/v there exist multiple stable
stationary states inside the capturing set.

We have found stable stationary states with the line-of-centers at an angle ¢ inclined
with respect to gravity. In the point-particle model, cos(1)) is proportional to the ratio
B of eleetrostatic to gravitational force while the particle-to-particle separation distance
alat the inclined stationary state does not depend on f.
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By analyzing examples of capturing sets, we have found that the basin of attraction
of all stable stationary states has a boundary which is a surface of revolution of a
trajectory which ends on a saddle point stationary state with the particle centers
vertically aligned. It seems that the difference between vertical positions of the particles
at this stationary state can be used as an estimate of “the cross-section” of thegapturing
set. For example, in figure 3(b) and 3(d) the cross section is more than 10 times,the
sum of the particle radii a; + as, and particle at the stable stationary, configuration
are separated by more than 4(a; + ap). For large capturing sets and large particle
separations, the particle dynamics is well-approximated by the pointsyparticle model.
Therefore, the analysis presented here suggests that the existence of stable doublets

could be confirmed by future experiments.
~
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